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Preface

These are notes made by a graduate student for graduate and undergrad-
uate students. The intention is purely educational. They are a review of
one the most beautiful fields on Physics and Mathematics, the Quantum
Field Theory, and its mathematical extension, Topological Field Theories.
The status of review is necessary to make it clear that one who wants to
learn quantum field theory in a serious way should understand that she/he
is not only required to read one book or review. Rather, it is important
to keep studies on many classical books and their different approaches, and
recent publications as well. Quantum field theories, together with topologi-
cal field theories, are fields in evolution, with uncountable applications and
uncountable approaches of learning it.

The idea of these notes initially started during my first year at Stony
Brook University, when I was very well exposed to the subject, during
the courses taught by Dr. George Sterman, [STERMANI993], and by Dr.
Dmitri Kharzeev, [KHARZEEV2010] . However, most of the first part of
these notes was studies from classical books, mainly [PS1995], [SREDNICKI2007],
[STERMANT993|, [WEINBERG2005], [ZEE2003|. This is just a tasting of
a huge and intense field. In the continuation of the journey, I'm working
on some derivations on topological quantum field theories, from classical
refereces and books such as [I[VANCEVIC2008], [LM2005], [DK2007], and
the pioneering work of Edward Witten, [WITTEN1982], [WITTENI98g],
[WITTEN1989], and [WITTEN1998-2].

I have divided this book into two parts. The first part is the old-school
(and necessary) way of learning quantum field theory, and I shall call this
section Fundamentals of Quantum Field Theory. In this part, in the first
three chapters I write about scalar fields, fields with spin, and non-abelian
fields. The following chapters are dedicated to quantum electrodynamics and
quantum chromodynamics, followed by the renormalization theory.

The second part is dedicated to Topological Field Theories. A topological
quantum field theory (TQFT) is a metric independent quantum field theory
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that introduces topological invariants of the background manifold. The best
known example of a three-dimensional TQFT is the Chern-Simons-Witten
theory. In these notes I start with an introduction of the mathematical
formalism and the algebraic structure and axioms. The following chapters
are the introduction of path integral and non-abelian theories in the new
formalism. The last chapters are reserved to the three-dimensional Chern-
Simons-Witten theory and the four-dimensional topological gauge theory
and invariants of four-manifolds (the Donaldson and Seiberg-Witten theo-
ries).

I do not believe it is possible to ever finish this book, and probably
this is exactly the fun about it. One property of Science is that there is
always more to learn, more to think and more to discovery. That’s what
makes it so delightful! I conclude this preface citing Dr. Mark Srednick on
[SREDNICKI2007],

You are about to embark on tour of one of humanity’s greatest
intellectual endeavors, and certainty the one that has produced
the most precise and accurate description of the natural world as
we find it. I hope you enjoy your ride.
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Part 1

Fundamentals of Quantum
Field Theory






Chapter 1
Spin Zero

In this first chapter we will begin studying scalar fields, i.e. particles with no
spin. They are the simplest way of getting the first techniques of quantum
field theory, even though there is no known scalar particles in natureE]

Before we start our journey in quantum field theory, I would like to say
two important things. One of them is that it is always useful to perform
dimensional analysis on our Lagrangians, operators, etc. In the natural
units, where

we have [£] = E4.
When we are working on phenomenological problems, it is also useful to
remember that 200 MeV ~ 1 fm~!.

1.1 Quantization of the Point Particle

Supposing a particle with only a defined momentum, with no charges and no
spin, such as the Dirac’s original photon. The recipe of quantization from a
classical picture is:

1. Start with a coordinate ¢(t), and the classical Lagrangian L(q(t), (t)).

2. Write the Hamiltonian H.(p,q) = pg — L, where p is the conjugate
momentum.

3. Postulate H(p,§)y = —ma@qu.

I There are theoretical candidates for scalar fields in nature, such as some models in-
cluding the Higgs particle.
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4. For the nonrelativistic case, the Hamiltonian of the free particle is
2
H = 2, for the relativistic case it is H = ¢/p? 4 (mc)?.

In the same logic one can restrict the global field to a local field theory
on x, writing the Lagrangian as

L(t) = / d3x£<¢a(x7t),du¢a(az7t)>.

The action is then

to
Sy = / dtL(t / dt / d3zL[¢g).
11 t/

The Principle of Minimum Action says that any variation on the action
should be zero

08 =0.
5¢($,t1) = (5¢(:B,t2) = 0,

and from performing this variation on the action,

- , oL
0 = / didx <a¢>a‘5¢“ (ama)ﬁ(a"%))’

oL 9 oL
— 3 - __
N / e (a@- Dk a(am))‘s“’

one gets the Lagrange’s equations of motion for this field,

o o o

= 0. (1.1.1)

Example: The real Klein-Gordon Equation
The Klein-Gordon Lagrangian?® is E|

1
£ = 5[(0"6)(0u0) — m*¢7], (1.1.2)
and by varying the action, one can find its equation of motion

(O +m?*)¢ =0.

2This is the density of the Lagrangian, but since it is a common practice to call it just
Lagrangian, we will follow this convention here.
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Example: Complex Scalar Field

Treating the field and its complex conjugate as independent,

¢ = (1 + i),

one can writes a Lagrangian as

L= 0"¢*0up — m*p*o. (1.1.3)

1.2 Form Invariant Lagrangians

A transformation on the Lagrangian is relevant for quantum field theory
when this transformation keeps the Lagrangian form invariant,

TS 96:. d!
LG50 = L) 0% (L2.1)
Ldly = Ld'z. (1.2.2)

For these cases of transformations, solutions in the equation of motion
on z implies solutions in y. The most general invariant transformation is
giving by modifying equation by any term that lives on the surface,
for instance ‘(g - dby.

In the case of our local field, we can generalize the invariance studying
the infinitesimal transformations of coordinates and fields. Introducing a set

of parameters {f3,})_;, in terms of a small §83,:

N 95z
T =a! 4 6zM(68y) = ¥ + 0Bas (1.2.3)
2. 30550)
_ N o(56)
bi = ¢i(r) + 60i(0Ba) = ¢i(z) + 6Ba- (1.2.4)
2. 30550)

One exéample it is the translation transformation where dz* = da* and
o 14
one has 8%62#3 =gl = 0.

1.3 Noether’s Theorem

Every time we have a transformation on the Lagrangian that keeps it in-
variant, we can say that we have a symmetry. From the Noether’s Theorem,
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L(pi,0,¢i) forms N conserved currents and charges. Therefore, under some
transformation with N parameters one has the conserved current

ouJy = 0, (1.3.1)
) 0L 0(0.61)
S G a6 o )

where a runs from 1 to N and S, is the parameters of variation defined last
section. To apply (2.7.1), one needs to understand the concept of variation
at a point, which is the variation between two fields at a point, i.e.

8:; = i) — di().

The current can also be rewritten in the form of the Energy-Moment Tensor,
using a more compact notation

oL
Jh = LM+ = = TP 1.3.3
50,9) 2=? (1.3.3)

This tensor can be integrated on the space giving

W:/fﬂwz/fﬂ%M (1.3.4)

To extract the important informations of this equation one separates the
tensor in the temporal (energy) and spatial (momentum) parts. The energy
is given by the zeroth component of (|1.3.4):

ﬂ—/fﬂ@
Defining the conjugate momentum as
oL
Hi = 87@ = 80¢f7

the other components are given by
P [y w2
i
where the current vector is

ﬁ:/ﬁ%@jmvw.
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A second conserved quantity is the angular momentum given by

LY = /d?’x(:nin — 2/ PY).

A third quantity that is conserved is the charge,
le—/d?’xﬂia

A consequence of ([1.2.4)) is that any Lagrangian of a complex scalar fields

is form invariant under a phase transformation, i.e. @(z) — e'2Pfatag(z).
These are the transformations generated by the gauge group U(1). If one

starts with a defining representation R of this Lie group, the conserved
current is

JH =i Z { &) [t j¢; — complex conjugate },
,u

where ¢ is the generators of this representation.

Example: The U(1) transformation for the complex Klein-
Gordon Equation

From ([T.1.3)), one can add a potential field of the kind U(|¢|?),
L= (8,9)(0"¢*) —m?|¢]> + U(|¢]*),

Writing ¢(z) = ¢?¢(z), the parameter 6 is conserved, giving one con-
served current. This charge is exactly the electromagnetic charge when it
couples to the field.

1.4 The Poincare Group

The Poincare group is the group of translations (a*) plus the Lorentz trans-
formations (A%),

= Abz” + at,

which representation is given by D(a, A). The Lorentz transformations are
defined by

= ALz,
A/zj = guagVﬂAav
A= (AThHE

v
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The six generators (dA) are found near the identity

AE = GE SN (1.4.1)
— (T+NL

where in general the determinant of A is 1. This matrix can be written
explicitly for a representation with a rotating term and then a boost as

A'llj — (eiw.ke—w.j)ﬁ‘

The generators of the Poincare group in the representation of the fields
¢y are
(ﬁu)ab - _iéabau-
(muu)ab = _iéab(lﬁal/ - xuap,) - (EHV)G,IM
with an algebra given by
[ﬁmﬁu] = 0:
[ﬁm mz\'y] = igu)\ﬁa - igwfu,

[mul/v LOVIES 1gu My + 3 terms.

1.5 Quantization of Scalar Fields

To start the quantization of the fields ¢ and its conjugate momentum II,
one postulates the basic equal-time commutators (ETCRS),

[¢(.’E, xO)v H(y7 Jfo)} - Zh53($ - y)a (151)
[(}5*(1‘, :BO)’ H*(yv $0)] = —ihég(x - y)> (152)
[¢(z, 20), ¢y, 20)] = [[(2, x0), 11(y, x0)] = O. (1.5.3)

1.6 Transforming States and Fields

To see how one transforms states and fields, let us suppose the system in
the frame F', with states |¢). In the frame F', with states |¢)), one needs to
find a unitary transformation U~! = U” such as

) = U(F, F")[s), (1.6.1)



1.6. TRANSFORMING STATES AND FIELDS 15

which must preserve the norm (¢|¢)) = 1. The classical transformation of
our fields is given by

¢5(Z) = pa(A)Pa(z),
which in quantum mechanics means

(Plop(2)[9) = da(F, F) (9| dr(x) ).

Therefore, one rewrites ((|1.6.1])) as

) = UTHEF)Y),
Wl = @IUFEF),

getting
(5 [{a0(@) = bus(N)Ba(@)}| @) = (]U 0N Bul@)U|15).

Example: Translation as a Unitary Transformation
In a transformation such as translation, the unitary matrix is given by
Ula) = ew?'@, (1.6.2)
Ula)p(x)U Ha) = oé(z+a). (1.6.3)

To see how ([1.6.3) works, one can insert it as unity (U~'U = 1), and see
how translation invariance appears connecting the fields:

(ol [T o(@a)lpr) = e =% (go| T] p(as — a)ln)-
=1 %

The unitary translation operator, which we shall call F, can then be
seen as a spatial shift on the states

2"y — |2’ +dT),

F(') = |2 +dz),
F(2') = 1—ikdz,
= 1- %p.dz,

respecting the canonical commutations that we know from quantum me-
chanics,
[Qj‘i, k?]] = Z(SU or [Qj‘i,pj] = ’LFL(SZJ
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1.7 Momentum Expansion of Fields

We have now our fields quantized and we can work on the momentum ex-
pansion of the fields. This involves their Fourier transformations

¢(k7$0) :/d?)xe_ikw(b(xaxO)a
(K, z0) = /d3xe_ikwﬂ($,xo).

It is necessary to write our ¢ and II in terms of the creation/annihilation
operators (such as when we do it for x and p in quantum mechanics, defining
the raising/lowering operators), as can be seen in ((1.7.1)),

alk,20) = <wk¢3(k,xo) + iﬁ(k,xo)>

(2m) (1.7.1)

aT(ka .’L‘(]) = (27T1)3/2 (wk’éa{;v .%'0) - Zﬁ(k/‘, 1’0))

where wy, = Vk2 + m?2, which is the on-shell energy equation* E? =
p? +m?2. The four-vector notation can be written as k* = (w, k).

From the definition of the ETCR given by (1.5.1]), (1.5.2) and (1.5.3)),
one can then computes the ETCRs for , E|

[a(k, o), a'(k, z0)] = 2hwid®(k — k'), (1.7.2)
la,a] = [af,al] = 0. (1.7.3)

Using ((1.7.1])) to rewrite the fields in terms of the creation/annihilation
operators, we have

. d3k‘ ik t —ikx
QZ)(ZU,I'O) —/(271_):3/2200]{;[0/(]{3,.’170)6 +(I (k,.fl?o)e L

3 , ,
I(z,x0) = i/@;%[a(k,xo)ezkm — aT(k,:UO)e_’km}.

(1.7.4)

Substituting ((1.7.4]) in the Hamiltonian for scalar fields, one gets

H = i/d?’]{;[a(k,:z:g)aT(k,xo) + al (&, z0)a(k, x0)]. (1.7.5)

3Setting ¢ = 1, the natural unit.
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A remarkable characteristic of the free fields is the fact that the La-
grangian is quadratic in fields, as you can see in . Making use of the
temporal evolution of the fields, one can calculate the commutation of the
creation/annihilation operator with this Hamiltonian,

da(k,xq)

[H7a(k7k0)] - - dt

= wka(k:, :Eo).

1.8 States and Fock Space

The Fock Space is defined by the kets |{k1}), where all states are found by
applying the raising/creation operators from the ground states. Considering

|E') = al (k)| E),
one computes
H|E") = Ha'(k)|E),
= [H.d'(R)]|E) +al (k) H|E),
= wal(k)|E) + Bd'(k)|E),
= (E+wp)lE),
which clearly shows the shift on the energy when one applies the Hamiltonian

operator on some eigenstate. Requiring that the system has a ground state
|0) allows

a(k)|0) =0,

Therefore, it is possible to define the following states as

n
|1, kn) = [ [ af (B)l0),
i=1
and applying the Hamiltonian operator, one finally has
Hlky, .o kn) = > w(ki)lki, ..., kn).
=1

The dimension of the space is given by F = Fo & F1 @ ... B Fn, where
N in F is determined by the number operator,

3
N = /d i a'(k)a(k), (1.8.1)

ka

(1]1 k) )=n(Ha*<k@->|o>). (1.82)
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It is necessary to normal order N, i.e. relocate all a’s right to a!’s. From
this, one can rewrites the Hamiltonian ([1.7.5)) as

mmzzl/fkwwdwm»

4
za%m/fk?ﬁm%

where the delta function is defined as

d3$ —ir(k—k
63(k—k’):/(27r)3e (k=k"), (1.8.3)

The normal ordered Hamiltonian is then given by

:H:;/fkﬂwdm (1.8.4)
:H :a) =0. (1.8.5)

From these results, an important completeness relation is given by

A3k 1 [ dPkid3ks
1=10){0 —|kY(k| + = | ——————|k1ko){k1ko].... 1.8.
0001+ [ Gk + 5 [ G kb ikl (180

1.9 Scattering and the S-Matrix

The theory we have been developed should be used to calculated the simplest
process on field theories, a particle scattering. In such process there will an
initial state, IN, which we say that is very far before the scattering moment,
and a final state, OUT, taken a long time after the scattering moment. Once
one assumes completeness of these both states and waiting long enough, any
state will constitute a superposition of separable particles. Quantitatively
one may say that

o All particles were separated: ) |an){ain| = 1.

e All particles are eventually separated: > |Bout)(Bout| = 1.
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The S-matrixz is the amplitude for a system that was simple in the past
and which will be simple in the future, and is defined by

Saﬂ = </Bout ‘ ain> )

with the following proprieties,

1. Completeness: S is unitary.

2. T-matrix: another unitary matrix can be obtained by S =1+ T

3. Probabilistic interpretation: the process 5 — « has the probability
|‘S’aﬁ|2a and o — Bv ‘S,Boc|2'

Causal Green’s Function

The Green’s functions are connective solutions for equations of the type
(Op + m?)G(z — 2') = 64z — '),
which the solutions with sources are
(Op +m?)g = J.

In the scalar field Lagrangian such as (1.1.3]), one can insert an additional
quadratic term which represents the fields acting on itself

L =0 —m?¢* — A(|6%))*.

For such a problem, the solution of the equation of motion can be given
by the causal Green’s function

(k> —m?)G(k) =1,
CNJ(I;:) = /d4:ne_i(k_k,)G(x — ),

1
(k) = kQ_mQ‘

The Green’s function has an important role on field theory, this con-
nection propriety ultimately will be used to represent transition amplitude
between states,

Gty o zn) = (0]T(2)...0(20)|0). (1.9.1)



20 CHAPTER 1. SPIN ZERO

The Reduction Theorem
The reduction theorem relates the Green’s function for states, (1.9.1]) to the
S-Matrix

S(gj, ki) = <{Qj}0ut‘{ki}m>a

B 1
S(qj, ki) = (i(27r) s R) n+m

where R = (27)3|(0]$(0)|p)|. In each isolated particle, G has a separated
pole and the residue is S. The construction is possible by considering a large
time where the wave are isolated particles.

n m

[} =m) [T 2 = m})G(ai — ki) :

. i 2_2 2_ 2
J=1 =1 ki=m3.q;=m;

1.10 Path Integral and Feynman Diagrams

To start the study of Path Integral, we need to define the concept of station-
ary phase, which is the previous transition amplitude as the product of all
possible trajectories for two classical coordinates ¢’ and ¢”,

U(q”,t”’ q/7 t/) — <q//’ t//‘q/’ t/>,
m 3 n 1 .
2mioh Pl

The stationary phase integral for the path integral, in the semi-integral
approximation, is given by the classical variations. We can, define the gen-
erating function of q(t) as

Z[J] = / " ldglehls I @] (1.10.1)

q1

The transition for fields is made by the formal substitution [[dp][dg] —
[ldr][d¢], which can have the interpretation of transforming one harmonic
oscillator to infinite number of harmonic oscillators, all labeled by their wave
number k. The generating are then

WialJ(2#)] = / (dglet I Padlse,~f des@ow)]

= / [dg|er [ 4*231(0"9)* —m*¢* —J (@) ()]
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where the last term can be seen as a charge source.

Let us recall the procedure of Wick’s rotation , which is the method of
finding a solution to a problem in Minkowski space from a solution to a
related problem in Fuclidean space. The Wick’s rotation consists in per-
forming the transformation ¢ — 7, making it on W[J] for the single degree
of freedom. From t[y] = ™7, 0 < § < I, it is possible to write W[J] =
lim y_,0+ W[J,0]. From ((1.10.2)), it is possible to construct the free field
Green’s functions from the transition amplitude,

OIT(d(x)¢()|0) = iAs(z - y),
where the original equation of motion can be written as the
(B +m?)Ap(z —y) = =8 (z —y),
where Euclidean delta function is
d4k‘ e—ikax
A = .
() / (2m)4 k2 — m?2 + ie

The Green’s function, from i terms of the generating functional, equation

(1.10.2), is then

<0‘T(ﬁ¢(zi))0>, (1.10.2)

n

= ()" H1 Mfwwéo 1], (1.10.3)

GN(T1, .y Tp)

where

Wi, [J] = ez J 2*28*07 (2)2p(z=0) T (v) (1.10.4)

Equation (1.10.4)) gives the Feynman Rules for scalars fields, summarized
as

1. Write all possible distinguished graphics for the process.

. . 4 1.
2. For each line, associate the propagator [ %m

3. For each vertex associate —ig(2m)*g*0(>", P; —>_; kj), where the delta
function is over the sum of the momenta that come to the vertex.
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Chapter 2

Fields with Spin

A more realistic kind of field theories are those that obey the spin-statistic
theorem, where all particles have either integer spin, bosons, or half-integer
spin, fermions, in units of the Planck constant A.

2.1 Dirac Equation and Algebra

Pauli Matrices

The Pauli matrices are a set of 2 x 2 complex Hermitian and unitary matrices

given by
(01 (0 =i /1 0
= 10 )27\ i o0 )0 o —1 )¢

Together with the matrix identity, I/, the Pauli matrices form an or-
thogonal basis. The sub-algebra of these matrices generate the real Clifford
algebra of signature (3,0), and its proprieties are

e ot =03 =03 =I=a?,
e det (0;) = -1,
o Tr (0;) =0,

[O’i, O'j} = 2i€ijk0-k;a

{O’i, Uj} = 25@']

23
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Dirac Equation
We now try to include the relativistic theory, represented by
E? = P2+ m?, (2.1.1)

In the Schroedinger Equation, we want to construct an equation that, unlike
Klein-Gordon , is linear in 0; and is covariant (linear in V), with the general
form

Hip = (G.P + Bm), (2.1.2)
where & = ), oy, with i = 1,2,3. Squaring and comparing to [2.1.1]

gives
H%*)p = (P* + m?), (2.1.3)
with the following conditions:

e «;, 3 all anti-commute with each other: {«;, 5} = 0.

e a? =1 = B2 so the anti-commutators are: {a;,a;} =a? +a? =2 =
{8,5}.

Clearly, ordinary numbers do not hold these proprieties, therefore we in-
troduce 4 x 4 matrices operators (which are hermitian and traceless matrices
of even dimensions, proprieties borrowed from the very first construction of
the Pauli matrices, now extended in higher dimension), and consider the
wave functions as column vector. The choice of the of these matrices are
not unique. We will choose the Dirac-Pauli representation,

0 o I 0
w5 0) (0 o)

The Weyl or chiral representation is given by the sets

w —O'@'O w 0 I
& _< 0 ai>’6 _<I 0)'

Now back in rewriting the operators H and P as i0; and —i0,, =
V, respectively (observe the metric (+ — ——)), and multiplying 5 on the
left of this equation,

10y = (—iBaV +m)i, (2.1.4)
gives the covariant form of the Dirac equation [[]
(ty" 0y — m)yp = 0, (2.1.5)

!Note that we were not worried about the covariant/contravariant form of our tensors
because they were the same before. For now on we will work in the covariant form in the
metric (+ — ——).
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with the inclusion of the four Dirac matrices v* = (3, Bat).

Clifford Algebra

From the constrains that we have found for 5 and «;, we are going to derive
the algebra of the Dirac matrices, the Clifford algebra. First, let us resume

them in

{a’,a?} =269 and {8, 5} = 2 and {a’, 3} = 0.
It is clear that introducing a four-vector notation will summarize them.

Let us from this derive the algebra of a four-vector representation +* =
(B, Bat), testing all possibilities of commutations. For i # 7,

{8,807} =

{Ba’, B’} =

{8,8} =

Now, for i = j,

{Ba, o’} =

BBa’ + Ba'B

B2t — o B2

0.

Ba'Ba’ + Bal Ba’
—a'B20d — ol B2
{a', '},

0.

B2+ 82

2.

Ba'Bat + Ba'Bal,
280! Bat,

—2a' BB,

—2.

Rewriting all in terms of y-matrices,

g
pa'
pa’?
pa’

we can see clearly that
(7%}
{77}
{7}

~°,

= A4l
= 2
= 2

= 2,
= 07
—24",
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Resulting, finally, in the Clifford Algebra,
{7V 2" =AY+ =291, (2.1.6)

where g"¥ is the element of the metric with the signature (+,—, —, —).
We can prove [2.1.6| explicitly by actually substituting the Pauli matrices
into v* = (B, Ba;). For example, for {7°,~v%},

10 0 0 0 0 0 —i
I 0 0 o>\ [01 0 o0 0.0 0 | _,
0o —I -2 0 ) | o0 -1 0 o 0 0 | 7
00 0 -1 —i 00 0
and for {73,73},
0 01 0 0 01 0
0 o3 0 o\ [ 0o 00 -1 0 0 0 —1
—0% 0 o3 0 ) | =1 00 0 -1 00 0
0 10 0 0 10 0

2.2 Spinors

Recalling equation ([1.4.1]), one can write the general space-time transforma-
tions of fields as

Pa(x) = Sap(M)pp(A ™'z — a),

which, near to the identity, can be writen as
1.
Sab(l + 5)\) = (5ab =+ 52(5)\‘“’(2,“,)@{,.

The matrices S(A) must obey the Poincar group proprieties S(A1)S(A2) =
S(A1,A2). The fields ¢, are tensors that transform according to the repre-
sentation on S(A). In quantum field theory the transformations are unitary,
therefore the representation of the Poincare groups is given by the matrices

AP = B e=0-0 — (7)), (2.2.1)
resulting on the Lorentz transformations of the fields,

U(a, N)do(x)U 1 (a,A) = Sup(A™Hop(Ax + a). (2.2.2)
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With the transformation matrices established, it is possible to construct
the algebra for the Poincare group on field theory. The Poincare algebra,
(1.4.3), gives the Lie algebra for the generators K and J on ([2.2.1)),

[Jaa Jb] = i€qpcJe,
[Kaa Kb] = _ieachc, (223)
[Jaa Kb] = i€apc K.

Setting the normalization T(j) = 1 such that tr {to,t,} = T(j)dap, with
J labeling an irreducible representation(irrep) of SU(2), one can write the
Casimir operators in terms of the generators,

S =+ ),

Let us consider the Pauli matrices, defined as

10 0 1
3 0 —i (1 0
Oy = 02 i 0 ,03 = 05 = 0 —1 .

A representation for the Lorentz group for 2 x 2 system in the gauge
group SI(2,C), can be writen, and it is called spinors,

K, = _%igm
1
Ja = 50-6“
Sy (2.2.4)
K, = 510
~ T,
Ja = 50'(1

BN = (e Fe ), 025)
o 2.

_ (ew.%e—ié.%)g’

where @, a runs from 1,2, and in this representation, h~*(A) = h(A™1).
Therefore, the spinor representation is double valued. For instance, for
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rotation only one has h*(R) = o2h(R)o2, which is not necessary true
when adding a boost.

The relation between h(A) to Al from (2.2.1)) and (2.2.5)) is convention-
ally given by taking the trace

AB = % Tr [o"h(A)o, hT(A)], (2.2.6)

where 0, = (09, 7). A rotational spinor n® = (n!,n?) is defined as a complex
object that transform on the following way

P = h(A)2ne, (2.2.7)
& = hr(A)bel (2.2.8)

They are the Weyl spinors and they give scalars by constructing

Na = eabnby
giz = Edbgba
where
0 1
6(lb == edi) == _1 O Y
and
e = et = ¢,

These matrices are characteristic in the symplectic Lie groups and trans-

form with the Pauli matrices as ec;e ! = —UiT. From this, one has
Na = [h_l(A)]ch
= nlh(A),
& o= )
= &P (MG

Applying this last resulting in the previous calculation to find the scalars
of the theory, one finds 77" = 741", (£*)*1a, and (na)*7a-
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2.3 Vectors

For a new field entity called vector, V*, the transformations can be defined
as

() = (VFo)®
= (Vooo + V.3)*,
where (V)“i’ = (AV)ai’. They transform as a tensor, on the same fashion as
spinors,
7\ ab _ ayp * b cd
(V)T = AR (A)(V)
= [R(A)VRT(A)]%.

(Vg = €aceig(V)
= VO<UO)ab_V(UT)ab-

Partial derivatives are vectors on field theory, and they are defined obey-
ing the following transformations proprieties

= (@)
0
87%’
@) = (00 —5V)"
9),; (000 +37V) ;-
Let us remember what we know from the the electromagnetic theory.

One can define the fields A*(z), which are massless like the photon (and
briefly become massive). The field strength is again defined as

FH = ghAY — ¥ A",

where
Ly = —ipypw— _Lpe (2.3.1)
4 47 o
is the Maxwell lagrangian, and we easily obtain the equations of motion,
aH(F#) = 07

9,0 Ay, — 8,(0"A,) = 0.

The Lagrangian and the field strength are gauge invariants under A =
AF — 9h(z) (invariance by a term that lives on the surface). One can use
this fact to change the equation of motion, DA™ = 0.
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2.4 Majorana Spinors

One of first attempts of adding a mass term for the two-component spinors
was done by the Majorana, called Majorana spinors. Weyl equations are
massless and Dirac equations require that the spinors are indistinguishable,
resulting on the Majorana Lagrangian

m

2

* *(’1)
9

Lar = 0")(0) yn" + = (nan™ + min

with the the Majorana equation of motion

(0)in* +m(n*); =0,

which is not consistent to the U(1) symmetry, i.e. the phase symmetry.

2.5 Weyl Equation and Dirac Equation

The spinors we had previously defined have to satisfy the Klein-Gordon
equation, (1.1.2),(0 4+ m?)n®(x) = 0. When we make m = 0 we obtain the
massless equation called Weyl equation. For the component spinors n®(z),
one has

(0) " () = 0,
multiplying by (8)% = (000" — 0.V,

one has Ou®(z) = 0.

One can also derive the Weyl equation from the Lagrangian density
L = u(0) 2t which is a Lorentz scalar. The generalization of the Weyl
equation, when one includes mass, is called Dirac equation, to construct the
Dirac equation, one defines one more spinor &; such as in the table

®(x) — Transforms as h(A)
€:(z) — Transforms as [h~1(A)]f

Table 2.1: Spinor transformation in the Dirac/Weyl theory.

The two components are linked to the two spinors as

i(@)cénc(:p) —mé;(x) =0,
i(9)% j(x) — mn(x) = 0,
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which can be written as a matrix in terms of o,

—mod i(000° + V), \ < &i() > _0
i(000° + oV)ad —mdg n°(x) ’

The Dirac spinor representation in the 4 x 4 notation is

77“+§{1>
nbﬁgb ’

which transforms with the Dirac matrices
i 0 oy of oo O
YD —0; 0 YD 0 —00 .

The Weyl or chiral representation is given by the sets

Y(z)w = < () > ;

these 4 x 4 four-component spinors representation also transform by the

Dirac matrices
i 0 o; 0 0 g0
w —0; 0 y YW 00 0 :

The Dirac equation can be written as

Y(x)p = (

(18,7 — m)p(x) =0, (2:5.1)
where one defines
P(z) = Py,
= @),

and the Lorentz invariant is

("/”/)) = &a"l}a
(&a)™n" + (n")"&a-

The Dirac Lagrangian is

L = P(i0y" — m)p. (2.5.2)
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From unitary transformations we can write another representation,

Y= U,
V= U

U = 1 ( g0 90 )
V2 \ —o0 o9
The basic proprieties of the Dirac’s matrices algebra, which is the Clifford
Algebra, is given by the anticommutation of two matrices,

where

{'Y,ua'yu} = YV NV
= 2guy(I4><4)a

where, for the 4 x 4 representation, one has the possible representations in
the table 2.2

Number of v | 0 | 1 2 3 4
Element otV | yty
Quantity 1] 4 6 4 1

.—<

-2
=

2

Table 2.2: The Clifford matrices for the 4 x 4 representation.

2.6 Lorentz Transformations

As we have seen on ((1.4.2) and (2.2.1]), in general, near to the identity, one
can write the generators of the group, such as the Lorentz group, in the form
of the expansion

1
Sap(L+0A) =1+ 51’5)\(2W)ab. (2.6.1)
In the case of Dirac’s equation, conventionally one has
1
(E,uu)aﬁ = _5(0#’/)065’ (262)

where the new tensor is defined as

1
Opuv = 5[7}1«7’711]’
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with the following commutation relation to -,,

[U;Wa 'Yp] = 2i(ng'V,u - gup%/)'

Hence, it is possible to rewrite equation (2.6.1]) as
1
S(14+0N)=1— Zié)\(alw), (2.6.3)

where the finite transformation is as an arbitrary boost plus an arbitrary
rotation,

S(A)aﬁ — [e%wiUOiG_ieiGiijjk]aﬁ. (2.6.4)

Finally, we have the following important relations with the Dirac’s ma-
trices,

St M)y = 1S4,
STHAWMS(A) = Aby*,
ARO™ = oM.
2.7 Symmetries of the Dirac Lagrangian

The Dirac Lagrangian, given by (2.5.2)), can be written in a more compact
way in the slash-notation, where ¢ = ~,0",

This Lagrangian is invariant under the gauge groups SU(N) and U(1).

Noether’s Theorem

In the same fashion as the theory for scalar fields, one can define the con-
served current, (2.7.1)), for spinors

e (2

where a is the parameter of transformation, « the vector index, the Poincare
terms are B0z, dA\* | and the last term is the variation at a point. Looking

L 90.d;
(0athi) 0Ba’
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to the form of the change of a field on a point on the Dirac’s theory, one has
1
oz® = Sa%+ 56)\2‘93“,

0pi(x) i

S 3 (Zw)idN G5 (@),
where, from (2.6.2) we know that (£,,)ag = 3(0.)as, and the last part of
this equation is a new term different from the scalar theory. The Noether’s

current is

Supi(x) = —(8Ugl — SA"Héx,)

Hp = / 3z TY,
= /d3x(£+iw60w),
= /dga:w(—iny—i-m)z/J.

The conjugate momenta in the Dirac’s theory is

oL

I, = —— =i}, 2.7.1
o0 = A @.1.)
and the momentum-energy tensor is
0
I puox
oa a0 —
0
A wvor
0 O(OAH)

The quantities P, = [d32Tp, and J,\ = [ d3zMy,, have the usual
interpretation as the total momentum and the angular momentum tensor,

JV)\ — /dgl‘MVAO,
= /dgx(l‘uTo,\ — 2\Tow) +i/d3$Hi(Eu>\)i]’¢ja

where the second term is the spin/intrinsic angular momentum, and I1;, ¢;
are the fields ¥’s. The new contribution describes the intrinsic spin and a
measure of it is give by the Pauli- Lobanski vector, :

1
W, = —ieMVAUJ”)‘P",

1.
- _2Z%Aa/d3xHi(EuA)ij¢jPUv
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where W?2 = WHW,, and P? = PFP, are Casimir operators of the theory .
P? commutes with VV2 eigenvalues of WH. In the rest frame, the momentum
vector reduces to a 3-vector, while in the other frames W#P,, = 0.

Global Symmetries

The group of the global symmetries is U(N) = U(1) x SU(N). We can
construct such symmetry by replicating fields with same mass

L= Z % a(igd —m aﬁ(¢z)

The Lagrangian is invariant by the transformation of (¢;),i = 1,..., N,

, N2
under € (U(1)) and ¢ Solr ! BaTa (SU(N)). This form-invariance produces
conserved currents and charges, from the Noether’s theorem,

oL
J'u - * Wiy
(m) Ot
Ul) — J* =1t
SU(N) — J%=¢"T,e,
Qo = / dB3xJP.

Parity

If () solves the Dirac equation, so does o (z) = ¥(zp, —x). In the Weyl
notation, the vy exchanges the position of the dotted by the undotted and
for this reason the Weyl Lagrangian | density is not form invariant under
parity transformation.

A fifth gamma matrix is defined as

. )
Y5 = 0M79278 = Jrewas?" 7YY (2.7.2)
{15, =0

w_( —oo0 O
75_< 0 UO)

p_( 0 o9
’75_<0_0 0
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From this new matrix s, one can define the projective operators , that
project out states in the Weyl representation. The so-called chiral represen-
tation is given by

1 :

5(1 —Y5) = < %l ) — Left — handed.
1 0 .

5(1 +95) = ( 0 > — Right — handed.

2.8 Gauge Invariance
One of the most important gauge fizing is the Lorentz gauge given by
0'A, =0.

It is possible to impose it from the beginning by modifying the Maxwell
Lagrangian itself

1 1
La(AN) = _ZFWFW — iA(auA“),

This is no longer gauge invariant. Acting 0¥ on 0OA, —(1—X)0,(0A) =0
results in AO(9A) = 0.

Proca Field

The Proca field is the generalization of a massive vector field. The La-
grangian is given by the Maxwell Lagrangian plus a mass term on the vector
fields

Lp= —iFM,,F“” +m?A,AF, (2.8.1)
with equation of motion
0,0"A, — 0,(0"A,) + m2A4, = 0.
If one acts J, on this equation, it is possible to get the Lorentz condition

back, which is Lorentz invariant, such as the Klein-Gordon equation. Since
it is not possible to remove the third number of degree of freedom, the Proca
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Lagrangian is not gauge invariant. A solution for this massive vector field
can be written as
At (k,x) = a*.e” 2,
with k* = a®.
A massive vector has two transverse and one longitudinal degrees of

freedom. For a massless vector, the remotion of the third degree of freedom
comes from the polarization, €.,y = (|k[,0,0,wy), where k“.efong =0

Local Gauge Invariance

Let us perform the transformation A’(z) = A(x)—da(z) in the Maxwell La-
grangian, £y This is described as a local invariance. Combining it together
with the local generalization of the global U(N) and SU(N) transforma-
tions of the scalar and the Dirac fields, it requires a vector field, i.e. the
local gauge invariance requires a new interaction term in the Lagrangian.
Examples of coupling are

e Vector and Dirac spinor, /L/y“zp,

e Scalars, ¢(v1)), w(py°e),
e Vectors, (A,A"),

e Four-Dirac spinors, [ty (a + by? )] [y (a — by°)y).

Example: QED Coupling
The free Dirac equation has the U(1) invariance,

W o= ey, (2.8.2)
P o= e, (2.8.3)

which means that the Lagrangian is invariant to a multiplication of a phase.
Making this phase the electric charge of the electromagnetism theory, a
coupling of a vector field to the Dirac Lagrangian will not become form
invariant

Lo, ¢'] = Lp), ] — epdy.
However it can be made invariant by adding a minimal coupling of the

Maxwell field to the Dirac current. Using the notation of covariant deriva-
tive, the minimal coupling is

D,[A] =0, +ieA,(z),
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which allow us to write the QED Lagrangian

Lopn(,i,A) = G(iplA]—m)w — 1 F,

= ¢(i(au +ieA, )V — m)l/J — iFZ.

The quantum electrodynamic theory is then represented by the La-
grangian

EQED =Lp+ (ieAuiﬁ’Yuw). (2.8.4)

Method of Wigner

Wigner developed a method by which representations of the Poincare group
can be constructed explicitly. We start with a eigenstate |p, \) of P? where

PHp,A) = p"|p, A).

The operators versions of P* and J* generate unitary representations of
Poincare group, and one can treat P* and J* as hermitian operators on the
space of states.

Fixing p? degenerates the basis states for all values of P*, and denoting
the special fixed vector by ¢*, we have ¢> = m?. Any vector P* with p?> = m?
can be derived by acting on ¢* with the appropriate Lorentz transformation
PH = A(p,q)iq”. The transformations is not unique, it can be modified to
f\(p, q) = A(p,q)l. The set of all transformations [ that satisfies lg = ¢ is a
group, the Wigner little group. The set of states with momentum ¢* which

transforms according to irreps of the little group are

U)lg", A) =D _(Dlg", o).

oA

To find the representations of [, for example if m? > 0, one chooses

g* = (m,0) (vector at rest). The [ is the rotation group and the states
|g", o) are most conveniently chosen with o as the projector of the spin
along the fixed axis.

The ambiguity of the choice of A that takes ¢* into p* can be removed by
making a specific choice of Wigner boost, Ay(p, q), for each p*. A example
is making p* # ¢ and getting [p*, \) = U(Ao(p, @)|q*, \).
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The case k = 0,p" = (m,0). We want the solution for the Dirac equation
(i§ —m)apts (a)e™0™ =0,
which is (i(Fi)7°¢" — m)aggéc(q) = 0.

In the matrix representation:

We find four independent solutions,

1

ua(Qa i§)

For instance, the two solutions are the positive energy and the two last
are the negatives,

4 1.
e "% v (g, j:§)elqz.

1

uoz(Qv +7

2 =¢

o O o

where C' is the normalization constant, here chosen to be C' = v/2m.

The case k # 0,q # p. We want the solution

(¢—m)Es(\) =
S(A(p, )¢S~ Alp, q) =,

and the infinite solutions

(= m)[S(A(p, ) (V)] =

We need a unitary transformations, however, in general, spinors trans-
formations are non-unitary S(A), making it necessary to have

AT\ Z Dy, (M)|AKT, o),
where DD = 1.
This equation requires then
U(A)D (k) Z Do (A)BE(AK),

consistent to Uy (z)U = = S(A Yy (Ax).
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Hence we construct a set of spinor solutions that transforms arbitrary
by Dirac. In this case, the conservation of probability requires

UMYTU! ZD,\(, )b (AK).

Now let us look to Sag(A;'(k,\), where we use the Wigner boost to
define

er(k;v )‘) = Sozﬁ(Aw(kv Q))uﬂ(% )‘)7
S(A ua(k,X) = S(A™)Sas(Nw(k, @) us(g, A).-

However S(Ay(q,k))S(A™Y)S(Aw(k,q)) = S(Aw(q, K)A AL (K, q) =
S(lps k,q) is a rotation! This results that

Sap(A Nug(k,X) = Y Dag(lerpg)ua(k o),

_ / 4 S by (MK Do (L gogJu(K )02,
Ao

with the equation insured by

U(A)b ()0 (A) = 37 bA(AR) D (I g)-
A

Finally, in resume, the two steps for finding these kind of solutions are

1. Define ((2.8.5))).

2. Label solutions by rotation (Wigner’s little group), which are induced
solutions.

The Wigner’s method works for any field with ¢> = m?2. For ¢*> = 0,

we should choose different reference momentum ¢#, and it is possible do it
fortachyons.

From here, it is easy to construct basis of solutions to Dirac equation:
using the spin (helicity) basis, Ay (k,q) is a pure boost inp-direction with

Ao(p, q) = Pk,
w= tanh™! (7\p| )

/p2 ¥ m? ’
P = Ao(p, @)bq”,
7" = (m,0)*?Ag(p, q) = e™“P*.
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To evaluate the solutions, we denote w = u, v the spin basis

w(p,A) = S(Ao(p, q))w(q, M),
where Sa/g(AO(p, q)) = e_%wﬁi[%v%]aﬁ

Evaluating this in the Dirac algebra gives

S(Ao(p,q)) = ez,
S(Ao(p,q)) = I cosh % + pa sinh %

and with a little algebra one gets the Dirac representations.
Sumating it up, the basis © and v can be written as:

1
u(p, \) = m(ﬂ+ m)u(q, ),
1
’U(p, )‘) - 2m(p0 +m) (_p/+ m)v(Qa A)7

and it is possible to make also use of

ST(A)v0 =105~ 1H(A),

u = ! — m)u
PN = —— (- m)u(g, N).
o(p,\) = T (7 +m)v(g, A)

The final proprieties are
1. (—m)u=1u(y—m)=0.

2. (Y+m)v=0v@FH+m)=0.

3. The normalization of the scalars are ii(p, N u(p, \') = |C|?6xn, 0(p, N)v(p, N') =
—|C[Po-

4. The projector for u are Z)\:i% ux(p, Nug(p, A) = %(ﬂ—{— m)as, and

2
for v are Z,\:i% (P, N)g(p, A) = %(ﬂ— m)ag -
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2.9 Canonical Quantization

Making use of the spin representations, which are unitary representations
of the Poincare group, one can organizes fields in terms of solution to the
classical equation of motion,

1. Expanding to equation of motion.

2. Quantizating the coefficients.

3. Constructing the Hamiltonian Hy.

4. Finding the x¢-dependence of coefficients for free field.
5. Constructing the conserved charges.

From the classical transformations of the Dirac spinors, Syg(A)yg(z) =
P!, (Az) of, the expansion of the field has the general form (in the same
fashion as we derived for scalar fields),

. dgk u e—ik:z i v eifm
o) = 3 [ b Ve a0, (20

where the Dirac spinors, ug, v, are some bases of solution, and the trans-
formations of the fields are given by

U(A)poU " HA) = Sap(A~Hs(Ax).

Quantization

Let us know understand (2.9.1)). Due the fact that the Dirac Lagrangian
is linear in derivatives, the canonical momentum of the field is simply its

conjugate, as in ,
I = iy,
making the construction of the fields straightforward
Ya(@,20) = / dl{ba(k, o) ua(k, N)e™™ + dy(k, mo)v} (k, A)e "},

Ha(x; .%'()) = /d%{b;(l{;7x0)ug<k7 A)e_ikﬂ? + dA(k,xo)vlé(k:, A)ezkx}
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The Hamiltonian of the theory is then
Hy = [ @olivd% - vin°(°0 + (177 = m)),
= [ @oi{-in¥ + v,
1
— [ g Sk o)ba i z0) — da (o) (k. ).
A
The Hamiltonian normal-ordered is

: Hy = ;Z/d%{b;(k,xo)m(k,xo) +d\ (k, z0)dx (k, o)}
A

The canonical equal time anti-commutation relations are
(08 (k, 20), by (K, )} = 2w 0n 8% (k — K,
{dl (K, z0), dy (K, 2))} = 2w 0w 83 (k — ),

[bx(k,x0),: Ho :| = ibx(k, x0).

The states can be constructed by acting the raising/lowering operators
d(k, A)|0) = b(k, A)|0) = 0,
(0]d" = (0]p" = 0.

and

5oy T 0k k) Tk, (k)10) = 1{EL A} {ks A D),
i k

where the delta has £ sign depending on the order of b and d. In the right
hand side, the first term is the particle and the second is the antiparticle.
The terms bf creates particles and df creates antiparticles, and the difference
to the scalars is that now one has a antisymmetric wave function.

Momentum and Spin

In terms of creation/annihilation operators, the momentum is just like the
scalar,

P = / A2 Ty,

B >k i T
=y mkz[bA(k:)bA(k) + dy (k)dx(k)]-
A
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On another hand, the angular momentum need to be redefined,
s i = /dS:E[ﬂJiTOj — x;To; + illogji)),
where its expected value is
(0 g £ 10,3) = 6%(a)ut (0, X) gl ).

Up to a normalization, the third component of the angular momentum in
each state is just the expected value of Jio, which is o191 = Au, o10v = —Au.
The spin-statistics theorem says that spin half-integers are fermions and spin
integers are bosons.

The Lagrangian is Lorentz invariant and local gauge invariant.The charges
U(1) are then given by

d*k
Q= Y [ bl w0 ~ dl (k) k)
A
= [ @iy,
which is exactly - Q, the electric charge.

Proca Fields Revisited

Using the Wigner method, it is possible to solve the Proca equation of
motion, , with a unitary matrix A although A* transforms under
A, i.e, it is not unitary under this matrix. For that, we make use of the
induced representations, starting with a wave vector ¢* = (m, 5) The basic
equations of Klein-Gordon, , for each A* are

(0 +m?) A% (z) =0,
where the basic solution for Proca must have Agy(q) = 0,
€' (g, A0 = A¥(q, N),
with X = 41,0 and

0
1 1

6(‘]7:‘:1) = ﬁ +9

,€(q,0) =

— o O O
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The boosted solutions are found in the same way as before, now with
S(A)a = A, for either massive or massless field,

A(z) = / dk " [an(k)e (k, Ne*7 + al (k)e™ (k, A)e*),
A=0,+1

In the interaction case, zo depends in a,af. The projection is given by
kHEY

;e*#(k,A)e”(k;,A) =g+ 5

Massless Field

To turn the solution of the last section to massless free-Lagrangian, we can
derive it in the light-cone coordinates formalism V* = (VO V), with

vE = %(Voiv?)),
V2 — V02—V2,

= VTV =V,
Vi = (Wi, Va),
v = avoav,

= dVTdV-d*V_rp,

where (y%)? = v and gy = p?. Hence, for two vectors:

a.b = apby — ab,
= a"b” +a b" —ab,
¢ = d"w,
= q+’Y+,
= ¢,

The induced representations for massless fields are the solution of the
wave equation O¢ = 0, which are e***, with k2 = 0.

Starting with the reference vector analog to ¢* = (m,0), the standard
choice is ¢" = ¢, = %(qo—i-q?’). Then it is necessary to find the analog for
the rotation group, the Wigner’s little group. The analogs of the generator
of rotation for (m,0) are mo, 7 = \/§m1+,7rg = v/2msy_. The Lie algebra
is then defined by

[le 7‘—2] =0,
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(Mg, 1] = im2,
[myg, o] = —im.

All the representations are one-dimensional or zero-dimensional. For a
massless Dirac ¢IW (g, \) = 0, the equation is very simples,

(= a"vu=a"4);
resulting in ¢" v~ W (g, A) = 0. The solutions are then
(Y7 )apWs = V2(323W1 + 612W3),

Wy 0
_ Wy . Wy o B
(’7 )aﬁ Wi —\/§ W, Wi =Wy=0
Wy 0

Hence, one has positive and negatives solutions, labeled as u, v:

0

1 1 1 0
u(qvf) :U(lﬂ_f):22 \/q+ ,

2 2 1

0

0

1 1 1 0

u(g,—=) =v(l,=) =224/q"
2 2 1
0

The proprieties of the solutions are
e Orthonormality: @(gq, \)u(q, o) = dr-

* Projections: (g, 3)au(¢; ~3)s = (¢, —3)av(g: 5)s = 3[(1 +15)dlas

and a(q. —)au(d ~ )5 = 0(g, $)av(a. 35 = 3L = 75)as-

Helicity is the projection of the spin, : Jis : (where J;; = [ d3xMo;;),
along the three-momentum: (p, | : Ji2 : |0, A). The orbital term vanishes
for " = ¢ 6,4

To find projections of spin on 3-directions, we look to

u* (0,0 (Goi)u(a. V),

v g, (-~ 5i)0(a, N,
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since J3 = %012,

u(q, A) = Au(q, A), (2.9.2)
v(g, A) = —=Av(g, A).

From ([2.9.3)), J3 = 37172,

0 = vy Wig\),
1

= 5(73 — 73 + [z, 1)) W,

= (I+v7%)W(g, ),

W(g,A) = v1W(g,A),
1
J3W(q,\) = 5717273’YOW(CL A),
1
575“ = +7u,
1 vo= 4+
275 = Yv.

The projection matrices for spin along the direction defined byq is given
by A, such as on table

(1 +7s5) upy  =uy [ RH
5(1+7) w1 =0 |RH
3(1—s5) u,p =0 | LH
%(1 —’)/5) u_% = u_% LH
F(1+7s5) v,1 =0 | LH
(1 +75) v.i =wv_i|LH
%(1 —s) v =t RH
%(1 —95) v_1 =0 RH

Table 2.3: Helicity of spinors

Hence, for any field we have (1£75)1 = 91, r, and the Wigner’s solution
are 1ysu(q, ) = Au(q, \).

2.10 Grassmanian Variables

To construct a path integral for fermions, we now define the Grassmanian
variables, {a1,as,as, ...,an}, analog to a large set of anti-commuting fields
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Ypi(x,

a, CLT,
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xo). The classical limit of the creation and annihilation operators,
obeys the Grassmann algebra,

a;a; = —aj;a;, implying that they are nilpotent a?=0.
a;z = za;, if z € C.

If there are n Grassmann variables, the most general element of the
algebra is

51,82 on
flai) = Z 251 82,080 01 A" -Gy

For example, f(a1,a2) = Zoio + Z110a1 + Zo1162 + Z1116102 = feven +
fodd-

The Grassmanian calculus is given by defining the derivatives:
d
Ejai = 5ij7
d
— 2z = 0,
dai ¥

One has the propriety d%i (ajf(a)> —0ijf(a) = ajdé—((;), ie., {a;, %7_} =
0, if 7 # j. '
(£, L}y =0

dai ? dCLj

There is no second derivatives and no unique antiderivative. The in-
tegral is equal to the derivative: [da; = %, their actions are the

same.
One can shift the intervals: [ da;f(a;) = [ da;f(a; — b;).
fda,-aj = 6ij — CL]' fd(lz

The integration by parts gives [ da; %j)g(a) = — [da;{[f(a)e—f(a)o] dg(q)}.

da;

The sign changes when the derivative of f(a) acts on an odd element
of the algebra.

It is possible to construct a mixed integral, I =[], ; [ dyi [ & f(yi,&;),
where y; is the commuting number and £ is the anticommuting one.
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e It is possible to construct a gaussian integral, a finite dimensional
version of the path version of the path integral, introducing two inde-
pendent sets of anticommuting 1;, v;, such as

1;[1 / dsdil; = / dpndiby / b1 .. / ndi.

A general gaussian integral in these variables will produce:

) = [ [ dvdiie s
=1
= det M

and with a source term
n T — —
i=1

= det Me FiMisk;

2.11 Discrete Symmetries

Discrete symmetry are extensions of the Poincare group that are impossible
to obtain by continuous transformations: parity transformations P and time
reversal transformation .

Dirac Equation and Discrete Symmetries

Dirac Equation i[y°00 + vV] — m)y (2, z) = 0
Parity

Time Reversal

L4l

Time Reversal

Dirac and its Variants
The symmetries of the Dirac equations are:
o P) Y
(i —m)y(z,2°) = 0,
7Ot = 4
(i§" — m)y " (x,2%) =0,
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therefore one has ' (—xz, zo) = v%(x, 2°).

o T) iyly? =o!3

(ig — m)*y(z,2°) = 0,
T()* T~ =4,
(1" — m)Ty*(z,2°) =0,

therefore one has 7 (z, —x) = Ty*(z, 2°).

o C) i3y =20

(ig — m)*“i(x,2%) =0,
CyrCt = —(y)"
(ig = m) Ty (x,2°%) = 0,

therefore one has 1/?% = —q.

The symmetries in the solutions (spin basis.) u’s and v’s are:

o P)~’

° T) Z‘,Yl,y?) — 0.13

T (p. s)i(=1)" 2u(—p, —s).
Tv*(p,s) = z'(—l)‘s*%v(—p, —s).

o C) i3y = g2

@ﬁ(p, 3) = (—1)8+%Cﬁaua(p’ 3)7

a5(p, s) = (—=1)°72Cgava(p, s).

The symmetries in the vectors are:
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o P)
Uplb(w, xo)u;f) = ’YOW—% :L,O)’
upA (m,a:o)u;7 = Au(—x,2%)
e T)
vrt(a, a%)op = To(a, —a°),
v A¥(z, 2%t = A, (2, 20).
e C)

Uc@a(l‘, $0)UC_1 = _wﬁ(xov .Q?)Cgﬁ,
ucAH(x, xﬂ)ui = —A,
where ¢T = ¢~ U Ul = 1.

The action on b’s, d’s, a’s is:

o P)
upb(k, s)u;1 = b(—k,s),
upd(k, S)U;l = —d(—k,s).
° T)
vrb(p, )0} = —i(—1) " "2b(—p, 5),
vrd'(p, s)oh = i(=1) 7" 2d" (—p, —s).
e C)

ued(p, s)ug ' = —(=1)""2b(p, ),

c

uch(p, s)uz ' = —(—1)**2d(p, 5).

2.12 Chirality

The spin of a particle may be used to define a chirality for this particle
and the invariance of the action of parity on a Dirac fermion is called chiral
symmetry. Vector Gauge theories with massless Dirac fermion field
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1) has chiral symmetry, which means that rotating left-handed and the
right-handed components independently makes no difference (U(1) transfor-
mation),

b — €2y and YR — Vg, (2.12.1)
Yr — Ry, and Y, — Y. (2.12.2)

Let us show it explicitly. For a massless fermion, equation becomes
Hip = o' Py, (2.12.3)

and we lose one constraint in 8. This means we can have a complete basis
only using the Pauli matrices. Now, let us define, for instance, the spinor
solutions for the free particle, the four-vector given by

) =u(P)e ' = < zj ) e P

with s, = 1,2 and with, for instance,

(1) (1)

Making o = +0¢' in [2.12.3, we decouple the massless Dirac equation
into two equations for two component spinors

Ex = —o'Pix, (2.12.4)
E¢ = +0' P (2.12.5)
For example, for solutions on shell on the first of these equations and for
positive energy solution, we have E = | P|, satisfying
o'Pix = —x.

In this case, x is the left-handed particle (negative helicity). E| The negative
energy solution, o'(—P;)x = x, will be the right-handed particle (positive
helicity). We can see clearly that applying a suitable form of|2.12.2}in [2.12.5|
will conserve the chirality.

2In the extreme relativistic limit, the chirality operator is equal to the helicity operator.

3Chirality for massless fermion particles has an important application in the cases of
neutrinos. Experimental results show that all neutrinos have left-handed helicities and all
antineutrinos have right-handed helicities. In the massless limit, it means that only one of
two possible chiralities is observed for either particle. The existence of nonzero neutrino
masses complicates the situation since chirality of a massive particle is not a constant of
motion. We them work with Majorana neutrinos, making they be their own anti-particles.
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Let us go even further and see the chirality in massless fermions in the
language of the continuity equation d,7* = 0. The current can be written
as j* = ¢y" and it is always conserved (dug* = 0) when 1) satisfies the
Dirac equation. When coupling the Dirac field to the electromagnetic field,
J# is just the electric current density.

However, when using our resources of the Dirac algebra we can define
one more current,

3 = PytyPep. (2.12.6)

Now, 9,,j"5 = 2imyy51p and only if m = 0 this (axial vector) current is
also conserved. It is then the electric current of left-handed and right-handed
particles, and separately conserved.

It is beautiful to see that both currents are just the Noether currents for
our symmetries defined in [2.12.2}

P(w) = () and Y(z) — €7 (),

where the first is a symmetry of the Dirac lagrangian and the second, the
chiral transformation, is a symmetry of only the derivative term of the la-
grangian, not the mass term, i.e. it conserves only for m = 0.

In conclusion, massive fermions do not exhibit chiral symmetry since the
mass term in the Lagrangian, ma1), breaks chiral symmetry EL

From the same argument we can clearly see that the quantum electro-
dynamics theory is invariant under parity (together with the derivative-
dependent term of electromagnetic interaction, QZ’y#wA“). We can heuristi-
cally see that its action is invariant and the quantization is also invariant.
The invariance of the action follows from the classical invariance of Maxwell’s
equations. The invariance of the canonical quantization procedure can be
seen by the fact that vector bosons can be shown to have odd intrinsic parity,
and all axial-vectors to have even intrinsic parity.

2.13 The Parity Operators

If ¢(x) solves the Dirac equation, so does y'¢(z) = 1 (2°, —x) E Therefore,
a fifth gamma matrix is defined,

,75 _ ,L;_YO,Yl,YZ,Y?) _ %Euw\a

4Spontaneous chiral symmetry breaking also occur in some theories to make the field
acquires the mass.
5Now we are again using the metric signature given by (+-—-).

7/.1: P)/l/ 7)\ ,‘YO' 9
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which commutates to all other y-matrices,
{2’24} =0.

From this new matrix +°, one can define the projective operators, Py,
that project out states in the four-solutions v in our previous Dirac-Pauli
representation and also in the Weyl representation,

i OO’i O_OI 5 —IO
T\ 0 )T "\ 10 )T Vo 1)

It is easier to see the projection in the Weyl (or chirality representation),
where the projector operator just flips the spinor in the appropriate direc-
tion. For example, for the free-particle solution of the previous exercise,
putting it back in we can eliminate the exponential dependence and
work only with the spinor part on x* and ¢". We can then see explicitly the
action of the projector operator:

p:;(l_%)qp:(é 8><§ > :(%S > — Le ft — handed.

P+:%(1+fy5)¢: (8 (1)> <;§ ) = ( ;3 ) —+ Right — handed.

For the sake of completeness in analyzing the parity in the Dirac equa-
tion, the parity operator for the Dirac equation is given by ~°,

(ig — m)p(2”,2) =0,
T = A09ky0 — (T — m)y (2%, z) = 0,

where we use the notation A = 7,A". Therefore, one has P (—x,20) =
7p(x, z0).

2.14 Propagators in The Field

Scalar Field Propagator

The scalar theory for the free field is given by the hamiltonian (density)

H= %HZ + %(w)? + %m%?, (2.14.1)

and the respectively lagrangian (density),

L=—=(")? — %m%. (2.14.2)

1
2
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The Feynman propagator is then

dik eik(x—y)
Az —y) = . 2.14.
(= =) / (2m)* k2 + m? — ie ( 3)

This propagator is the Green’s function for the Klein-Gordon equation,
i.e. a solution of this equation (taking e — 0),

(=0? + mHA(x —y) = 6z —v). (2.14.4)

However we can evaluate A(z — y) explicitly by taking the £° integral
in which is a contour integral in the complex k° plane, where the 4-
vector inner product is k(z —y) = k%(z® —4°) — k(& — 7) (in the Minkowski
spacetime, this expression is not uniquely defined because of the poles, k¥ =
++/p? +m?).

In resume, the different choices of how to deform the integration contour
lead to different sign for the propagator. Let us them calculate it explicitly
by the residue theorem. We choose the causal (retarded) propagator, as in
the contour in figure m The integral is zero if x or y are spacelike (if

20 > 90 ie. 20 is future of °). The integral is then

; i 0 B o 10 eikz(:c—y)
- et /_oo (2r)? /_oo 20 _R2 —m? — (k0 4 ie)?’

= 0t 1) / di2e* @) gt —t) / Ble—ik@—y).

/) N

Using the formalism of functional integrals (writing the path integral), we
can evaluate the ground-state expectation value of the time-ordered product
of our scalar fields in terms of this propagator,

(0T ¢ (21)d(2)[0) = —iA(z2 — 21). (2.14.5)

A little comment for future discussions in the Feynman diagrams is that
the result in is generalized for many fields by the Wick’s Theorem,

(OIT (1) 0 (x20)|0) = =i D A(iy = ip) o A(Lig_, — T, )- (2.14.6)

pairs

Now that we understand the propagator for the scalar field, we can
compute it for the Dirac field.
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Free Fermion Propagator

We are going to consider the free Dirac field,

Y(z) = Z / dp|b s(p)e’P® +d§(p)vse*im}, (2.14.7)

s=1,2

Py = > /d3 ’ Py (p)e®? + dl, (p )vs/e—’””y}, (2.14.8)

s=1,2

where we sum on the spin polarization. The annihilation operators are given

by
bs(p)|0) = ds(p)[0) = 0, (2.14.9)
and the anticommutation relations are
L)} = (@n)8%(p - p)2wy, (2.14.10)
(b)) = Pl )2, (214.11)

with zero to all other combinations.
Now we want to compute the Feynman propagator

S@—vap = 0"~ y)O0[{gal@Bs)0),  (214.12)
— (0T 0 (2)55(y)|0), (2.14.13)

where 0(t) is the step function and T is the time-ordered product,

Topa(2)p(y) = 0(2° = 4°)a(@)Ps(y) — 0(y" — 2°)0s(y)va(x)(2.14.14)

The minus sign in the last result comes from the anticommutation pro-
priety, {ta(2),%s(y)} = 0 when 2° # %, and we will discuss the causality
in the end. To derive the propagator and show that it obeys causality, let

us now insert [2.14.§| into 2.14.14]

(0[a(2)ds(»)|0) = Z / AP pd®p 7V (p) i (') 0[5 ()DL, (6)]0),
= Z/ A pd*p €77V (p)aiiy (1) (27)*6% (p — 1) 2w

_ Z/dspezp(af Y) )aﬂs'(p/)g.

s,s’
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Using the result of the sum of all spin polarizations,

> us(p)us(p) = —p+m, (2.14.15)
sz(p)@s(p) = _p/_m7 (21416)

S

we finally have

(Oltha () B5()]0) = / Bpe? eV (—pf 4 1),

In the same fashion,

Ola(@)ds®)0) = > / dPpd®p' e~ PP Yy (p) Ty (') 5(0ds(p)dl, (p')]0),

= 3 [ @y, (o () 2 8 )28

8,8’

— Z/dgpeip(xy)vs(p)avs’(p/)57

— /dSpe_ip(I_y)(—Z/— m)ag-

These two results can be combined in the time-ordered product, and we
get

_ d'p —P+m)a .
OIT (o) Ta()0) = i [ oo SV _igo oy,

recovering the Feynman propagator. This is of course the inverse of the
Dirac operator

(—id +m)S(x —y) = 6" (z — y).

Again, let us consider the vacuum expectation value of a time-ordered
product of more than two fields. We must have an equal number of 1) and
1) to get a nonzero result. Concerning the statistics, there is an extra minus
sign if the ordering of the fields in their pairs is odd permutation of the
original ordering. For instance,

OITta(@) s () (2)5(w)[0) = =% |S(@ = YagS(z = w)ss

~S(@ — w)asS(z ~ y)ss).
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Let us analyze these results. We recognize the right side integral of our
derivations to be the commutator of two scalar fields A (xz —y), hence the
anticommutator of the Dirac theory is

iDap(z —y) = (=i + m)iAga(z — y),

and it will vanishes since Agg(z — y) vanishes at spacelike separations,
concluding that Dirac theory is causal.

From reference [PS1995)], we see that if we had quantized the Dirac theory
with commutators instead of anticommutators, we would have a violation
of causality, with the exponentials of summing up instead of having a
minus sign and we would have a decaying at equal time and long distances

mx

(A — 5, mx — 00). In another words, if the theory were to be quantized
with commutators, the field operators would not commute at equal time at
distances shorter than the Compton wavelength, violating the causality.
We had just obtained the Spin-Statistic Theorem, , which states that
fields with half-integer (integer) spin must be quantized as fermions (bosons),
making use of anticommutators (commutators). If the theory is quantized
with the wrong spin-statistic connection, it either becomes non-local (no

causality) or it has no ground state (spectrum with negative norm).
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Non-Abelian Field Theories

Let us generalize the concept of local phase invariance to the Lagrangian
densities with N identical spinor fields that posse global symmetry U(N),

Vi(x) = Uijipj ().

If U — U(z), the Dirac Lagrangian is no longer invariant. For N = 1,
it is possible to recover the QED case, , however,, for N > 1, the
changes on the Lagrangian are only canceled if one introduces nonabelian
gauge fields, also known as Yang-Mills fields, (A");;.

Starting with Lagrangians with global spin U(N) = U(1) x SU(N), one
has a set of IV Dirac fields v;, with mass m,, and N scalars fields ¢; with
mass mg. The gauge fields are N x N matrices,

N2-1

(A5 = > (Ta)ij Al ()P, (3.0.1)

a=1

where T, are the generators of SU(N) in the N x N (fundamental) rep-
resentation. For this expression to be consistent, A* should be an element
of the Lie algebra, where the number of gauge fields is the dimension of the
group. The normalization is chosen to be

1
tr (TaTb) = iéab.
The covariant derivative is
(D,U[A])ij = 5ija,u + ig(Au)ij7 (302)
D = (§+ieh).

59
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The field strength (also a matrix) is

F, = 0,A, —0,A,+ ig[A“, A,
N2-1

= Z Em/,(zTa-
a

The Yang-Mills Lagrangian is
Ly = Yi{ [iD*(A)]ij7 — mdij 3y, (3.0.4)

where the covariant derivative was defined in . One can make global
invariance (phase U(1) and global SU(N)) by local combining it to the
vector fields gauge theories. A resume of the simplest Yang-Mill’s theory
factors can be seen in the table B.1]

COMPONENT YANG-MILLS
Fields Dirac v;, Scalar ¢;
Generators To,a=1,...,n°>—1
Commutator [To, Ty] = ifapeTe
Matrix to the Fields | A*(x);; = 222:11 Ak (2)(TE),;
Covariant Derivative DH[A)ij = 6;;0" +igA*(x);;
Field Strength Fl, = 0FAY — OV AP + ig[AF, AY]
Fields in components F, = 222:_11 F HV’an

Table 3.1: The Yang-Mills theory.

3.1 Gauge Transformations

The infinitesimal gauge transformations of the vectors A* are given by

UR(z) = eigZinflAa(m)Tf’
N2-1
= l+ig Y 0ha()T,
a=1

— [+ igoA@)y.
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The A* transformations are constructed in a way to give the form in-
variant Lagrangian,

Finite — A" = UA*U~! 4+ L(9*U) U~
g
Infinitesimal — A" = A" — 9*6A(x) + ig[dA(x), Au(z)],

where the first two terms are the same as in any theory with U(1) gauge
invariance and the last term is new for non-abelian theories. To complete the
Lagrangian , we need to supply a new term which is a generalization
of the Maxwell field density, this field strength transforms covariantly as

F/./l,l/(x) = U(:E)FM,U_I,

with the following components, where the last term is Yang-Mills field,

Fun = Ux)Fuata,
F//w,a = 8;#4#,& - 8VAu,a - gCabcA,u,cAu,ca

The gauge invariant Lagrangian is then

1
'CYM - _Z F,u,u,aFéwa
a
1 v
= 5 tr[Fw,F‘“ ]

Putting all this together, the Lagrangian invariance under SU(N) for
the spinor is and a scalar is

o 1 )
Lsuny = |Du(A)ijdil* — m3| 8> + Pi(iD[Ali; — mgdis); — ;I [Fuw, FH).

3.2 Lie Algebras

In compact Lie Algebras, that are the interest here, the number of generators
T% is finite. Any infinitesimal group elementg can be written as

gla) =14ia®T* + O(a?),
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where
[T, T°) = ifebere (3.2.1)

are the non-abelian generators commutation relation. If one of the genera-
tors commutes with all of the others, it generates an independent continuous
abelian group v — €', called U(1). If the algebra contains such commut-
ing elements, it is a semi-simple algebra. Finally, if the algebra cannot be
divided into two mutually commuting sets, it is simple. The condition that
a Lie Algebra is compact and simple restricts it to four infinity families and
5 exceptions.

Unitary Transformations of N-dimensional vectors For 7, £ n-vectors,
with linear transformations 1, — Ugpnp and £, — Ugpéy, this subgroup
preserves the unitary of these transformations, i.e. it preserves 1;&,.
The pure phase transformation &,e/%¢, is removed to form SU(N),
consisting of all N x N unitary transformations satisfying det(U) = 1.
The N2 — 1 generators of the group are the N x N matrices 7% under
the condition tr[7%] = 0.

Orthogonal Transformations of N-dimensional vectors The subgroup
of unitary N x N transformations that preserves the symmetric inner
product: ngEq.p&y with Egp, = 645, which is the usual vector product,
so this is the rotation group in N dimensions, SO(N), or the rotation
group in 2n + 1 dimensions, SU(2n + 1). There is an independent ro-

tation to each plane in N dimensions, thus the number of generators
N(N—1)
are .
2

Symplectic Transformations of N-dimensional vectors The subgroup
of unitary N x N transformations. For N even, it preserves the anti-
symmetric inner product 0, Fqpép,

0 1
Eab—<_1 0>7

where the elements of the matrix are § x & blocks, SI(N), with w

Representations

If the Lie algebra is semi-simple, the matrices t? are traceless and the trace
of two generator matrices are positive definite given by

tr [T, 7% = D,
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Choosing a basis for 7% which has D% o T for one representation means
that it will be true for all representations:

tr [T, T = C(r)dab. (3.2.2)

YT

From the commutation relations, one can write the totally anti-symmetric
structure constant as
i

a 1b1sc
G L. (3.2.3)

YT

fabc - _

For each irrep r of G, there will be a conjugate 7 given by

8= — (1) = — ()", (3.2.4)

T

if 7 ~ 7 then t2 = UteU" and the representation is real. The two most
important irreducible representations are the fundamental and the adjoint,
which dimensions are given by table

Fundamental In SU(N), the basic irrep is the N-dimensional complex
vector, and for N > 2, this irrep is complex. In SO(N) it is real and
in SI(N) it is pseudo-real.

Adjoint This is the representation of the generators, »r = (G, and the
representation’s matrices are given by the structure constants (tlc’)ab =
i f2% where ([t%, t5])ae = 1 f°°4(td)qe. Since the structure constants are
real and anti-symmetric, this irrep is always real.

FUNDAMENTAL | ADJOINT | EXAMPLES
SU(N) N, complex N?—-1 | N=4,4and 15
SO(N) N, real N1 | N=4, 4 and 6
SI(N) N, pseudo-real w N=4, 4 and 10

Table 3.2: Dimensions of the most important irreps of the compact and
simple Lie algebras.

A good way of seeing the direct application of this theory on fields is,
for example, the covariant derivative acting on a field in the adjoint repre-
sentation,

(D,u¢)a = ay(ba - igAZ(t%)aC¢C7
= a,u(ba + gfabCAZ¢67
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and the vector field transformation

a a 1 a
AL — AL+ E(DW) .

Casimir Operator

For any simple Lie algebra, the operator 72 = T%T® commutes with all
groups of generators:
[Tb,TaTa] _ (Z'fbaCTa+Ta(ifbaCTC)7
_ ifbac{Tc,Ta}?
= 0.

For the adjoint representation,
facdfbcd _ 02(G>gab’
d(r)Ca(r) = d(G)C(r),

where, for example, for SU(2), C(r) = 3. ForSU(N), one has the quadratic
Casimir operator coefficient,
1(N?2-1)

) =5y

3.3 Spontaneous Symmetry Breaking

So far the locally invariant Lagrangian involved only massless vector matri-
ces. The spontaneous symmetry breaking makes it possible to the Lagrangian
to acquire at once both local gauge invariance and massive vectors. The sys-
tem chooses a ground state, with a definitive but arbitrary direction, any
choice breaks the symmetry. While the ground states breaks the symmetry,
the Lagrangian remains gauge invariant.

Example: The SU(2) x U(1) Model

In the Higgs mechanism, we postulate a scalar field with a internal symmetry
U(1) or great, coupled to a gauge field. We choose a doublet of complex
scalar fields ¢;,7 = 1,2 and write the Lagrangian as

Loy = (Du(A)F")EDHA)8) ~ V(|g]) ~ T2,
D;L = all—i_igA/m
Fu = 0,A,—0,A,,
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Next step is to write explicitly the
V(o] = —1?lol* + A|ol*)?,

which has its minimum in |¢g|? = % = %, as in figure (3.1) and (3.2).

wW>0r1>0 W<0,r>0

V()
V()

Reft)

Figure 3.2: The Higgs Potential for a Complex field, in this case the mini-
mum is the circle on |¢p|.

The vacuum expectation value, (0]|¢|0), is now different of zero and it is
not unique. Reparameterizing the scalar field to

¢(x) = €2V ——=—, (3.3.1)

M
\/X?
imaginary parts of ¢;: Re¢, Im¢ — &(x),n(z) (phase and modulus). The

where V = one performs the following replacement of the real and
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potential is then independent of £(z) and one has only to replace |¢| by
(3.3.1) in V. The mass will be generated to n(x) while £(z) will be massless,
being only a physical degree of freedom.

2 4
V(o) = —;P(V*Jg(x)) +A(V+¢g@>,

2
7 A
=~ () + V() + T (),
4\ 4
where the first term is constant and the third is the interaction. The fields
&(x) parametrize the position of ¢ around the 3-dimensional minimum while
n(z) measures the distance from this minimum. The transference of the

phase degree of freedom from ¢ to A* makes it appears as a mass, as it can

be seen at table ((3.3])

Start with | Degree of Freedom | End | Degree of Freedom
¢ 2 n(x) 1
p 1
Al o 1 Ao 3
V(|9 Gauge Invariant | V(n) | Gauge Invariant

Table 3.3: Degree of freedom for spontaneous symmetry breaking of fields.

The Lagrangian now has a mass term for the field, which is Proca-type
mass. Spontaneous symmetry breaking of any kind implies the existence of
a massless scalar, the Goldstone boson. The difference to the Higgs is the
this would be a boson absorbed as a gauge field, i.e. vector.

The theory in terms of new fields is simplified by canceling the nonabelian
phase by a SU(2) gauge transformation, which is the Standard Model of
elementary particles is the electroweak group representation, with the gauge
bosons W, W, Z%. This group transformation takes place by

¢'=Ug,
_ { _
B, =UB, U+ 5(8U)U L
Ulz) = e @5
Now the Lagrangian is independent of the fields £ and its scalar part is
,CHiggs = ‘iD(B, C)ij(ﬁj‘Q - V(WP, (3.3.2)
where 6> = [1[* + [¢°[, (3.3.3)
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The potential and its extremal is

V(o) = —1?|o* + Aol

d
v —21%V 4+ 4\V3 =0,
di¢l|
$=0
2
K
VT)’LZTL - 2)\

We write the four degree of freedom of ¢ as
o 0
o(x) = e ¢@)3 ( V+n(z) ) )
V2

where the three £ are three massive vectors and one 7 fields remains distances
from V,,in. The Lagrangian, ((3.3.3), is then

1 A V2
LHiggs = 5[((9#77)2—%2772]—VM3+Z774+§[gQ(Bf+B§)+(g’C—ng)2](V+77)2,

V2g2B? To
where the V2 terms give the Proca mass: 98 L2 V2(g CS 9B3)° e phys-
ical particles are then represented by
+ 1 .
W= = %(Bl + ’LBQ),

Z = —( sin Oy + B3 cos Oy ),
~v = ( cos Oy + Bs sin Oy ),

/

where sin Oy = 97.
9> +9
The masses of the electroweak gauge bosons are then My, = %, M, =

Mw
cosby, *
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Chapter 4

Quantum Electrodynamics

In this section we are going to understand and to derive the Lagrangian
for the theory of interaction of photons and matter the quantum electrody-
namic, represented by (2.8.4)). This theory is given by a vector field

At (z) = CH cos by, + BY sin 6,,.

After the spontaneous symmetry breaking, the photon Lagrangian is
Maxwell-form,

_A
2

La= 172 (a)

1 Fav (0A)*.

This couples to fermions as

Lferm(r, A) = 9hp(i(§ — ieQrA) — mp)ip,

where Qr is the charge of the fermion in units of positron charge (Qp =
1, %, —%,0). The Logp is then La + Lyerm.

Because the minimum coupling, the term A1 is not free. As a scalar
theory, it makes it necessary to find the Green’s function (0|7'(¢)(x), ¥ (y) A (z),...)|0)

to derive the S-matrix,

Lopp — Z[J*(x), ka(y), ks(2)] — S-matrix.

By analogy to the scalars fields, one can write the generating functional
for the Green’s functions,

Zoep|J", ka, ks) = (4.0.1)

69
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where W are the path integrals and J is the source. The path integral should
be over classical c-numbers for fields.

WorplAhF] = [a4dv,disletd 4*sEamn =it -i6i),
= /[dA“}W[A k, ket ] ¢ lE(A-3 0471

B / [dy][dy)e! | et iP Azl ik itha),

where the last two exponentials are the fermion Gaussian integral. We recall
the Gaussian scalar form,

n/2 L
— 6_§Jk(M71)lil.

det

The Green’s function is then

(OIT T ] thui () i (:)]10),

G(yiv xl) =
= ﬁ{[iLH—ikbi(xi)]}Z[kﬁA]kafg—o,
=1 6(]45(“‘, yl) o
which gives propagator for fermions
1 - 1
— d4]€ —tkz -~
Sr () (2m)4 / ¢ ¥—m+ie
1 ~ K—m
— d4]€ —ikz 0T
(2m)4 / R —mZtie
with ¥ = k*. The charged scalar is
WylL, L] = / [dgdg"]e Shom BN EL),

_ W[O O] —i [z L* (W) A(w—2)L(2)

)

giving, finally, the generating functional for fermions
W¢[A,k,]%] = /DzﬂDqﬁeifd4y¢(i$(x4)—m)w—ikw—i¢k7

Z = / DYDGD Act | v —mys—ky—ih—yA

WOOO
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4.1 Functional Quantization of Spinors Fields

The Grassmann variables defined at section ([2.10]) are now used in the fields
1, defined as a function of spacetime whose values are anticommuting num-
ber. We define this field in terms of orthonormal basis functions,

Y(z) = Z Yigdi(x),

where 1 is the Grassmannian variable and ¢ is the four-component spinor.
The Dirac two point correlation function is
; _ [ DDy SO Ty (1)) ()

(1T (i)p(2)[0) = [ D3 Do T Tt s (4.1.1)

Using the Gaussian integrals

(T [ aszase=m = [

= det B,

n
if # were an ordinary number, one would have (C?;)B . Also

(1 / dO;db;)00 e % Bii% = det B(B™1)y.

One can then calculate (4.1.1]), where the denominator is det(iy*9 — m)
and numerator is det(iy#0 —m)-—=—". From this is possible to recover the
propagator for fermions,

=1
yYFO—m

dAk ,L-e—ik(xi—zg)
2m)* K —m+ ie

(OIT(21)b(x2)|0) = S (w1 — w2) = /

4.2 Path Integral for QED

The QED Lagrangian with sources is

— . 1 A
Lopp =Y 9GP - m)p — TF2(A) - 5(04)"
flavors
Writing it considering only connected diagrams, i.e all lines connected
to some external point in the Green’s function, we get
WI[J, k, k|
w[0,0,0]’

— e oo 15 TH(W)Gpuw (w—2) ¥ (2) ki (w) S (w—2)k ()] ,

Zfree[J;u kou ]%a]



72 CHAPTER 4. QUANTUM ELECTRODYNAMICS

where

Wk, B = Wreee™ | 29100 @la " )as 87 )0k (0)]

The greens functions are the variations of J, k, k, and one sets all them
equal to zero.

4.3 Feynman Rules for QED

In the same fashion as section [1.10l we can summarize the last results in
rules for fermions in an external gauge field. As for charged scalar fields,
fermions lines carries arrows, pointing from ¢ to ¢. The Feynman rules for

QED are:
e Distinguishable diagrams with continuous fermions lines.

e For every fermion line, starting at z pointing to w, one adds i(Sp(w —
2))ag, which is i(2m) ™% [ d*Kk[(k — m) ™ pq.

e For every vector lines, iG% (w — 2).

e For every vertex —ie(y")),, as a result of —ieQ 07y} (2m)*6* (3, pi),
where p; labels the momenta of lines flowing.

e For each internal photon line, one adds the factor % J d*k kik [—g"+
1\ kHEY
(- b,

e Signrule: (-1) for every fermion loop and (-1) when exchanging pairing
of external v, 1.

In the momentum space, the rules are the similar with a few exceptions,

ik i+ m)

e For every fermion line, starting at z pointing to w, one adds [ -5

(2m)% k2—m2—ie”

e For every vector lines, [ %ﬁ%( — g™+ (1— %,f:f;))

e For every vertex —ie(2m)454(3; ki) () gar-
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4.4 Reduction

The use the results of the Green’s functions to to find the S-matrix, we need
the residues of single-particle pole defined by

/ dei? (O[T (4(2)(0))]0)-

The reduction for ete™ — eTe™ in terms of the T-matrix is given by

S =1+4T, where
—vg(q,0)
) <<R¢<2w>3>%>

. ’NIN— (]t . ) ﬂa(plv)‘,)
(0 )7 (040 i (9 V). (0 7)in) = <<R¢ o

ua(p, ) N (—vs(d, o)
Ry(2)%)2 ) <(R¢(2ﬂ)3)5 )

N|=

XGO‘//B/JIB (p,a qla b, Q)trun X ( (

p2 :p/2 :q2 :q/2:m2

The two first parenthesis are the outgoing and incoming fermions and
the two last the incoming and outgoing fermions, respectively.
For vectors, the rules are the same, to get the S-matrix: we go to the

momentum space, truncate it and multiply it by, (k) r, the incoming
(Ra(2m)?)2
vector, L)“ the outgoing vector.
(Ra(2m)?)2
4.5 Compton Scattering
yeo — e .
The S-matrix for the Compton Scattering is
(1) % 50, 0 ) Crran (1) - (9 7)o
RARw(27T)6

4.6 The Bhabha Scattering

The Bhabha scattering is an example of tree level gauge theory cross section.

ete” —»efe.

The S-matrix level is gauge invariant (independent of gauge theory fixing),

iM(p47 04,P3,03,P2,02,P1, 01) =
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Bhabha Scattering

s Channel t Channel

Figure 4.1: The two tree Feynman diagrams of the Bhabha Scattering. In
the internal line, ;1 and v couple together by the propagator of the photon.
The first diagram is the scattering exchange and the second the annihilation
followed by a pair creation, All momentum are on-shell.

There are two diagrams (figure ,

i = ot (Y o [ et ) -
=1

_ el l)# %
ko + ka2 |\ I N Tk + ka2

1 o 1 )
(—kg—m[ v ]kl—m ca
— other diagrams where ko <> k3,0 <> c.

The Green’s function is always pure imaginary for tree diagrams and T
and M are always real. From the result of the reduction,

7= (k) (2711')6M7
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where we only need to find M. From the diagrams,

iM({pi, 0i}) = 0(p2, 02)(—ie) v(pa, 04) X

1 1. (p2 — pa)u(p2 — pa)v
- _p4)2(—gw+ (1= = ) x
u(p2, o2)(—iey)")u(p1, o1) —
—0(p2, 02)(—iey)")v(p1,01) ¥

1 L. (p2 —p1)u(p2 — p1)v
o (=g +0-7) o ) x

i(ps, 05) (—ier" u(pa, o).

which still depends on the gauge fixing parameter A\. The Green’s function
also depend on the gauge while the physical amplitudes does not. The
terms multiplied by A are dropped and one needs to keep —915—2” for photon
propagation. Simplifying , the first diagram is

—ighv
(p1 + p2)?

= 52(—6’}’“)’&1( )ﬂg(—e'y“)m.

The second is

= —62(—67“)v4<

—ighv
(p1 + pa)?

)Ug(—e'y“)ul.

Hence, one has

1 .
=) -

va(—iey) uy ((pl_lpg)Z)u?,(—ie’y)ulq.

The gauge invariance of the general result for the S-matrix is common to
all orders in QED and the other gauges theories. In general, M can depends
on all invariants p;p;, p;o;, ook, they are all Lorentz invariant number. How-
ever, certain dependences are not allowed by parity of QED. For example,
let us suppose we have

M o< A({p1,p2}) + oipj B{pi, pj})-

In the frame ¢" = 0 this changes the spin under xp — z. In transformed
fields where x = —x, M = A—0;p; B, not allowed in QED, however allowed
in the weak interactions.

The Feynman identity (a generalization of the Ward identity) is

a(p2) (W2 — p1)u(p1) = 0.

M = ?72(—1‘67)“1)4(
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4.7 Cross Section

For a fixed spin, the relations for M are the same as for scalars. We can
now compute the cross section for fermion+antifermion scattering,

do 1

- = M . ’ 2’
dt 167rs(3_4m2)| ({piro:})|

where t = (p3 — p1)? = (p1 — p2)?, s = (p1 + p2)%,u = (ps — p1)2.

4.8 Dependence on the Spin

Most experiment involves non-polarized beams at the target, i.e. incoherent
combination of spins. For unpolarized o’s, we average over initial state spin
and then sum over the final state,

e First we look to the general initial state: |A;,) = SN, CA{o}),
where N is the number of different spin states, for example, for two
particles with spin-half, N = 4.

e If we have a unpolarized beam for a particle process A — B, then
|MA—>B’2 X ‘(Bout‘Amsz

N
= Z C;Ci<0—j‘Bout><Bout|Ui>-
u,j=1

e If there is no polarization, we average the C’s: (Ci|C}) = +6ij, and
one has (|Ma_,p[*) = & 3, [{(Bout|0:)|?, which is the average over the

initial states.

e For the final states, just sum over B’s definitive spin. Applying to
Bhabha scattering, we then see the simplification in the unpolarized
case (it is not necessary to compute M for the fixed spin).

e Rather than calculate v27*v1, etc, we use the complex conjugate of the
identity y0y#y = (v*)!. Hence, any factor (@i, Ya1, Va2, Han, Uj)* =
UjY2nYon—1---71ui. This will generate four therms in the Bhabha scat-
tering, which are the four cut diagrams, related to the optical theorem.
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Calculating for the first cut diagram, we have

e4
2 > {02y 1) (117" v2) (T3 v504) (D47 u3) }.

S

Using the projection relations,

> (Wi)a()a =Y as(pid)ua(pid) = (i + m)ag,
A

s

D @)a(@)a =Y 0a(k, Noa(pss A) = (B +m)as,

s A

finally giving

64
&S { T divacl (W + ) (o )L T il (s + )y 0+ )™

The following other three diagrams have: (b)-2 traces and (c), (d)-one
trace. For the second of the cut diagrams, we have

!
= 2 {1803, As) (1) 3105 (p1, ) (P, M) (AT )i (3, As)

and the only trace is given by the piece in the middle,
ux(p1, A)aa(p1, A1) = (F1 +m)ro-

It is straightforward to find the other two cut diagrams.
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4.9 Diracology and Evaluation of the Trace

To calculate the traces of the diagrams in the Feynman, we define useful
proprieties of the Dirac matrices,

tr {gb} 2ab,
tr y* 0,
tr (odd numbers of ) 0,
tr (V5o diea,atb’ e,
tr [oid) 4(abed + adbe — achd),
n—1
tr Y > apal — 1) Tr
i =1
V5 107172735
(75)? 1,
O = 4,
(,yu)‘r ~AOyh 0,
{757 ’Vu} 0,
Y = ab— 2ia,S"b,,
St i[v’ﬂ 7
Tug" —24,
VA" 4ab,
Wb = e+ 200,
—sAd, U} + 2000,
—24by,
{¢, 0} 2ab.
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Now, we estabilish the follow relations,

tr - Mg, = M,

tr vy, =0,

tr 95 =0,

tr Y = 49w,
tr vy = 0,

tr /= 4gu,

tr Vs Yu Vv INYVo = 4iepz//\av
tr VYo = 40T =ty 40t P),
tr (d1dadzds) = 4[(a1a2)(azas) — (arasz)(azas) + (a1a4)(aza3)],

n—1

tr (dadn) = Y (anai)(=1)""r (1o dnr).

i=1
Finally, we evaluate the traces,
th, = Tr [+ mpy* (s + m)),

[
= Tr [y"pir'ps] +m® Tr [v"4"],
A(pYph + p5pY — ¢"pips) + 4mPpips.

v
gl

and

2, = Tr [y (g + m)y (s +m)),
= Tr [y'pay vl +m® Tr [v"4#],
= 4(psph + piph — g""papa) + 4m popa.
The full trace results to be a Lorentz invariant,
T, = th (2"
= 16(pph + P50 — 9" 1pa) (Pavpay + PavD2u — 9" papa) — 2m> (p1ps + pips).

Finally, we are in the very moment we can calculate the cross section,

2 2
% = ﬁ{ = [(u— 277@2)2 +(t— 2m2)2 + 4m23]
+

+

ol

[(u—2m?)% 4 (s — 2m?)% + 4m*s]
[(u— 2m?)% 4+ 4m?(u — 2m?)] },

2l T
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where oo = % and the Mandelstam variables are
s = (p2+ p2)2,
= (p1 —p3)* = (p2 — pa)?,
u = (p1—pa)?=(p2—p3)°

The behavior of the cross section in terms of the center of mass scatter-
ing angle is derived from for the spin average case with equal mass
particles. Let 6 be the center of mass angle between p; and p3, we rewrite
the Mandelstam variables as

s =4F?,

2 2y 20

t = —4(FE* —m?) sin >
2 2 20

u= —4(E* —m?) cos 7

The previous calculation is simplified when we take the limit m — 0,
which is the same limit which E and themoment transfered go to zero (for
a fixed m). There is no specified spin dependence but the answer depends
on the spin of the field.



Chapter 5

Electroweak Theory

The electroweak theory is represented by the Lagrangian

Low= = 5 > [@ W vl
charged

_ g —(1) (L) | 7(L) o B
cosBy Z {ul Zu; "+ 17 £ (s + Asin” Oy 1)]

neutral

It consists of two parts, a charged current and interactions, coupling
charged leptons to neutrinos (only left-handed), and a |it neutral current,
coupling Z boson to neutrinos or charged leptons (left-handed and right-
handed). The relevant vertice are

Z'jiwu — 5]

2
19 "
- 1 - ay
oo 0= )]s
Zg m .2
— 4 - a-
Teosbum [V (75 + (dsinOn — 1))]5

The propagator is

i i _ quqy)
(ﬁ*?ﬂ)aﬂqQ*MQ( g/ﬂ/_’— M2

5.1 The Standard Model

The Standard Model of Particles is represented by three gauge field theories,
SU(3) x SU(2) x U(1). The group and fields couplings are described in the
table (.11

81
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SU(3) SU(2) U(1)
Gi,a=1,..,8| Blb=1,23. cH

G are gluons | BisW* and Z | Cis v
9s g g

Table 5.1: The Standard Model.

For each Dirac and scalar field, one must still specify how they couple.
U(1) Is related to the charge, generates the phase transformation on the
hypercharge Y (ei%a(‘r)). SU(2) is related to the electroweak interactions,
giving by the Z, W+ bosons.

The Lagrangian of the Standard Model is

‘CSM = ﬁfuectors + ﬁhiggs + Equarks + £leptons;
1 1 1
Loectors = _5 TrSU(3) [Fizl(A)] - 5 TrSU(Q) [Fizz(B” - ZF,L%II(C)

where the two first terms are bosons and the two last fermions.
The general form of the covariant derivative is

)

| R 2 LY
DulA, B,C) = 0 + igsApoTa ™ + igB,, 1 %) +ig 5 Cy

The Standard Model distinguishes left-handed and right-hand parts of
the Dirac field, where
1
YL = 5(1 F V5).
Singlets fields (under SU(3),SU(2),U(1)) have a missing term D®. For

example, leptons are singlets under SU(3), and other cases can be seen in
the table 5.2

R} RY Y
e 1,1 4/3,-2/3
% | 3 | 2(uandd) 1/3
1 1,1 0,-2
43 1 |2 (ve and e) -1
o | 1 2 1

Table 5.2: Summary of the representations of the Standard Model.
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Hypercharge Construction

The way we represent the hypercharge in the gauge group formalism is by
writing
SU2)L

Y
i+[3 ,

Qem = 5

where I3 is equal to 1/2 for Uy, u; and -1/2 for d;, 1. The symmetry SU(2)
does not allow a Dirac mass term: may = m(Yrvr + Yrir), since ¥r,
and g transforms differently. These fields gets mass by the same Higgs
mechanism of vectors. The Higgs fields are represented as

ol I3 = 3 )
P = ’ 2 .
<¢07[3__%
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Chapter 6

Quantum Chromodynamics

6.1 First Corrections given by QCD

The Lagrangian of QCD is

(s n a a 1 a v
L= 1i(in"oy — m)yi — 9" T ) Gy + G, G- (6.1.1)

In this section, we will calculate the first corrections due the strong force:
the first-order radiation of gluons jets on the process ete™ — ggq, a QCD’s
process!. This can be seen as an coupling terming of fermions to gluons at
the Lagrangian,

905" 1By, (6.1.2)

with color indexes ¢ = 1,2, 3 and f the quark flavors. One can then calculate
the cross section for emission of one gluon. Writing the four-momentum of
the equation as ¢* = qo, ¢, and the momentum of quark, anti-quark and
gluon as kf — (wi, E), i = 1,2 and 3, the ratio of the center-of-mass energy
of the particle i to the maximum available energy is given by

_ 2k‘iq _ 2E1
SV

where > x; = 2. To write the differential cross section, equation one

needs to calculate the phase space and matrix [M|?. From [6.1.3| one can
123
2.

(6.1.3)

T

calculate the range of integration, finding 0 < x4, 22 <1 —

85
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dow = (3 > IMPIL[ 1L (6.1.4)

spins

Choosing the frame where ¢ = 0, one has k1 +ko+ k3 = 0, the three-body
phase space is given by

A3k d3 ks

1. = — 4 — — — 6.1.5
/ 3 /(27r)58w1w2w3 (90 — w1 = wz —ws), ( )

1
_ o — e — 1.
327T3/dw1dw20(q0 w1 — wy — ws3), (6.1.6)

72
= gt | dmnden o1

Calculating explicitly the two Feynman diagrams with emission of one
gluon, squaring M, finding the two traces, electron (pure QED) and quarks
(some extra tricks, see [PS1995]), one has

32 IM]P = ( QQF) Tr [y p®] Tr [PAguphas], (6.1.8)
4spins a 4 q TPy B aBl o
2
= 4qQFI“”G (6.1.9)

Gathering everything on [6.1.4] one has the differential cross section:

49202 1
do = E_— 1o [ ded o 1.1
. o / 210G e (6.1.10)
20202 Qf / 8(z% + 23)
= dridxs. 6.1.11
T3 @) A—a)(l—zg) P ( )
2 8020202 2 2
dxidxy 32 (1—x1)(1—x9)

Integrating this on the range 0 < x1,2x2 < 1 gives an integral that di-
verges. One then sets the range of integrations are the infrared divergences
as p — 0, and integrating with p # 0 one gets the infrared terms propor-
tional to ln(%), which are related to the infrared cut of QCD. These singu-
larities are not physical but the breakdown of perturbation theory, meaning
that the mass of quarks and gluons are never on-shell, as was supposed
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on these calculations (e.g. w; cannot be of the same order of the hadron
masses).The 2-3 kinematics collapses to an effective 2-2 due to an emission
of soft gluon or to collinear splitting of a parton on two. There are then two
possible emissions, soft (when % — 0) and collinear (when 6;3, (1 —z;) = 0

from (1 —z;) = Ij:?’ (1 — cos 6;3)).

6.2 The Gross-Neveu Model

The Gross-Neveu model is a quantum field theory model of massless Dirac
fermions with one spatial and one time dimension, with an attractive short-
range potential, where fermion pairs composite condensates to break Z-
symmetry and acquire mass. It was introduced as a toy model for quantum
chromodynamics.The Lagrangian of the model is given by

£ = s + L")

This theory is invariant under ¢; — v°1); and the chiral symmetry forbids
the appearance of fermions mass.

Proof. iy = ¥[7°%; = YT (7570%) = —9T7%; = — ;. Therefore we

see that ;1; = const. Same proof can be made for ¢;id);. This is a Zs

symmetry. ]
The theory is renormalizable in two dimensions.

Proof. The mass dimension in a theory in D-dimensions is %. The space-

time volume has dimension —D. The Lagrangian density has mass dimen-

sion D. Therefore, for D = 2, we have % = (—e). Since the four-fermion
operator has dimension=2, g is dimensionless and renormalizable. ]

6.3 The Parton Model

The intrinsic scheme of the elementary particles in nature is given by their
composed quarks. We call parton all the quarks and gluons of inside a
particle. We represent the parton distribution in the vacuum sea by

us(z) = ts(x) = ds(x) = ds(x) = s4(z) = 35(x) = s(z). (6.3.1)
On another hand, we represent the valence quarks, such as in the proton,
u(z) = uy(x) + us(x), (6.3.2)

d(z) = dy(z) + ds(). (6.3.3)
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Summing all the contribution of these partons, it is necessary to recover
charges, baryon number and strangeness,

1
| o) = oy =2 (6.3.4)
/l[udw) —d(z)]dx = 1, (6.3.5)
0

1
| 1ste) = s(@paz o (6.3.6)

The presence of gluons emissions is signaled by a quark jet and a gluon
jet in the final state, either in the direction of the virtual photon (pp # 0).

Deep Inelastic Scattering

At a very high resolution (when the transfered momentum ¢? is large), the
nucleon can be resolved as a collection of almost non-interacting point-like
constituents, the partons. When the resolution scale A of the effective probe
q is smaller than the typical size of the proton (~ 1 fm), the internal structure
of the proton is probed and we have the deep inelastic regime (DIS), a.
Defining Q% = —¢? > 0 as the off-shell momentum of the exchanged photon,
the resolution scale is A = %

Figure 6.1: a)DIS, b) Elastic scattering.

The electron-quark scattering, e~ (k)+q(py) — e~ (k') +q(py), is given by
the QED differential cross section (partonic massless limit (3 + ¢ + @ = 0)),
where the matrix element squared for the amplitudes are

2 4 42
Z\M!2:2ege48 o

2

In terms of the Mandelstam variables, § = (k + pg)%,t = (k — k'), 4 =
(pqy — k')%. In the frame which the proton is moving very past, P > M, we
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can consider a simple model where the photon scatter a pointlike quark with
¢ fraction of the momentum vector p = £P. The deep inelastic kinematics
are t = ¢2,0 = 5(y — 1), = £Q*/zy. The massless differential cross section

is then £ )
aT 2
dt — 16ms2 Z‘M‘ ’

where, substituting the kinetic variables,
dé 27104263 9
— = 1 1-— .
o= g+ (1=
The mass-shell constraint for the outgoing quark pf = 0 suggest that
the structure function probes the quark with £ = x. With s the square of
the the center-of mass energy of the electron-hadron, the invariant § is

§=(p+k)?*~2p. k~uxs.

Writing fol dxd(xz — &) = 1 we have the double cross section for the quark
scattering process,
d%6 dra’? 1
dl‘dQ2 = Q4 [1 + (1 - 9)2]5635(33 - 5)

The event distribution is in the z — Q2 plane. The parton distribution
functions (PDFs) parametrizes the structure target as ’seen’ by the virtual
photon and which are not computable from first principles through pertur-
bative calculations.

The Bjorken limit is definite as Q?, ¢ — oo, with z fixed. In this limit the
structure functions obey an approximate scaling law, i.e. they only depend
on x, not in Q?, as we can see in figure Bjorken scaling implies that
the virtual photon scatters off pointlike constituents, since otherwise the
structure functions would depend on the ratio Q/Qp, some length scale.

Dividing it by (1 + (%)2)/Q4, we remove the dependence of the QED
cross section and the result is independent of Q2. The result is that the
structure of the proton scales to an electromagnetic probe no matter how
hard it is probed.

We see an anti-screening effect where the coupling constant appears
strong at small momenta, behaviors called asymptotic freedom and belong-
ing to a non-abelian gauge theory. These are the only field theory with
asymptotic freedom behavior with interacting vector bosons which could
bind the quarks. This gauge theory confirmed the Bjorken scaling, with the
evolution of the coupling very slow, following a logarithmic distribution in
momentum. The scaling violations corresponds to a slow evolution of the
parton distributions F;(z) over a logarithmic scale Q2.
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I - 1 GeV 1 Y
100 P - 16.1 GeV 107, 9.0 GeV
¥, . 19.5 GeV 10°, 11.0 GeV ‘
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-
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Figure 6.2: Bjorken scaling on e~p DIS by the SLAC-MIT experiment, range
1 GeV? <Q? <8 GeV? .

Parton Density of the Nucleon

CTEQ4M Gluon Distribution

Figure 6.3: Gluon PDF. The Q? dependence is moderate except for very
small = and/or very small Q2.
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Paston Density of the Nucleon | &/ Parton Density of the Nucleon

Up Sea Distribution (CTEQ4M) Z 07} Up Quark Distribution (CTEQ4M)

a9

eV’
eV
eV
eV

RRR.

A ce @ =10° GeV?
=10 S QP=10°GeV?

[

Figure 6.4: The up PDF from valence and sea. The Q2 dependence is large
for small 2 and small Q.

The Running Coupling

In the previous simple parton model, the structure functions scale in the
asymptotic (Bjorken) limit Q% — oco. In QCD, next to the leading order in
s, this scaling is broken by logarithms of Q2. A quark can emit a gluon

2
and acquire large kr with probability proportional to an:TT. The integral
T

extend up the kinetic limit k?p ~ Q? and gives contributions proportional to
asQ?, breaking the scaling.

The screening behaviors on QED is giving by summing the higher order
corrections in terms of the general form a"[log(Q?/Q3)]™ and retaining only
the leading logarithm terms (m = n). Therefore the vacuum polarization
affects the coupling in QED as

a(Q3)

a(Q? 2’
1-— (320) log(%)

a(@Q*) =

the leading logarithm approzimation.

For QCD, since gluons also emit additional gluons and similar charges
attract themselves, the effect is anti-screening, the effective color charge
decreases as one probes the original quark. Therefore, this phenomena of
asymptotic freedom is given by the QCD running coupling,

OZS(NQ)
as(Q2) = as(p2) Q2
1+ %W (11N, - 2N) log(#—g>

where IV, is the number of color charges, Ny the number of quarks flavors
and p the renormalization scale. To make «, independent of the renormal-
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ization scheme, we introduce a scale A2QC D>

—127
(11N —2Np)as (p)
7

2 2
Agep = w'e
which experimentally is ~ 200. In this QCD scale, the coupling constant
can be written as

Oés(Qz) _ 127

(11N, — 2Np)log(Q%/A%¢ )’

where we see oy — 0 when Q? — oo and when Q? > AQQCD we have hard

interactions.
\\ 02 >> 0

/ \- Resolution

T (QF) sees g(x) ¥(Q?) sees (softer)
quarks inside ¢ (x)

Figure 6.5: At Q2 increases, it is possible to probe shorter distances. At
large 2, the large = quarks are more likely to loose energy due to gluon
radiation.

Leading Log Approximation

Collinear photon emission in QED at high energies is already associated
with mass singularities and it leads to an analog of parton distribution for
electron. Gribov and Lipatov showed that in a field theory with dimen-
sionless coupling «, the DIS structure functions are represented as a sum of
Rutherford cross sections og lepton scattering the point-like charges particle,
weighted by a parton density .7-"if (z).

Logarithmic deviations from the true scaling behavior had been predicted
for the PDFs, reveling the internal structure of PDFs which corrections are
given by .7-"Z-f (7,log@Q?). Physically: DIS with a photon with @? correspond
to the scattering of that virtual photon on a quark of size 1/Q. From QCD
bremsstrahlung, we have

@ K2
dw aQ/ —ZL,
k1
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therefore the collinear photon emission cost a factor not of a but a log
(s/m?), and multiple collinear photons gives contributions of order (o log(s/m?))™.
therefore it makes the total probability of extra parton production large,

since for o2 < 1, log @? is high enough and w o o? log @Q? ~ 1. In QCD,
2

In QED, when k> — 0, we can write the expansion for ¢"¥ in terms

of massless polarization vector and when the singular term as the photon

. . —ght? 1 .
momentum g goes on-shel is given by % — % >, €€, in the calculus of

the corresponding factor for collinear gluon emission is a(Q?) log

the amplitudes, decoupling the photon/electron emission vertex. The final
cross section is giving by

)2
27 H(lz)]

x o(vY =Y),

_ /1 dz Fy(2) x o(7X = Y).
0

Lo« s
X—-Y) = dz — log—
ole” X =Y) /0 z g3 [

Considering the limit of the divergence z = 0 = 1 — x, the soft parton
emission or infrared divergent, we see it is balanced by negative contributions
from diagrams with soft virtual photons. Thus, to order «, the parton
distribution of electrons has the form

« s /1422
o g
Fy ( 33)+27T 0g

= _AN(1— a;)), (6.3.7)

11—z
where the first delta is the zeroth order of the expansion and A we will
explicitly calculate in the following sections.

6.4 The DGLAP Evolution Equations

The hadron evolve with energy Y = log(1/z), and for some values of (Q?, z),
although the hadron is no longer perturbative, the evolution still is (except
for low Q?). Therefore, we can construct evolution equations in this two the
two variables of the phase space: log(1/z) and logQ?.

In figure we see that when Q2,Y small, the proton is represented by
three valence quarks and the gluon vacuum oscillations is very quickly. In-
creasing 2, the probe resolution, means to decrease the time of interaction
and the probes resolves more and more of these fast fluctuations increases
the number of partons seen. However, the space occupied by them decreases:
at each Q2 step the proton becomes more dilute. This evolution is described
in QCD by the DGLAP equations.
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log(1/x)

DGLAP [ &
'. . - ‘
] o

log| QF

Figure 6.6: Proton in the phase space (Q?,z).

The interaction described by small s is given by the partonic saturation,
where the scales which separates the dilute regime from the dense is called
saturation scale, Qs(x). For a spatial resolution greater than 1/Qs, gluons
overlap the transverse plane, as described by the Color Glass Condensate
formalism.

Perturbative Expansion of a;

For a general quantity B, the perturbative expansion in terms of ay is
B = By + fras + B0 + Bzal... (6.4.1)

where the first power of a is the leading order (LO), the second the next
to leading order (NLO), the third the next-to-next leading order (NNLO),
etc. When Q? ~ A%CD, we have soft processes and as — 1, the expansion
does not converge.

Gluon Spitting Function

Figure 6.7: Three-gluon vertex.
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The element matrix (Feynman rules) for is

M = —igf*®™[e(q)e(p)e*(k)(p + q) +
+ (@) (k)e(p)(—q+ k) —
" (k)e(p)e*(q)(k +p).

The color factor of the squared average amplitude

1
di Zfabc]e*abc — CA —_ 3,
a b,c

where C}y is the Casimir for the adjoint representation of SU(3) (gluon). We
choose the gluon (left, right) polarization

et = (=1, —i), el =

1 ,
\ﬁ(l,—z).

Sl

The squared amplitude is then

2 129%p% 22(1— (1 —2)2) + (1 — 2)%(2 + (1 — 2)?
M o z2(1-2) 2(1—2) '

In the light-cone basis, the kinematics of a a real gluon can be written

as
p = (v2p,0.0),
202 V2p?
q ~ (vﬁzp—-vﬁpL,V[bL,pL,OL
dzp * 4zp
2p? 2p?
ko~ (\/i(l—Z)p—‘r pr7_pra_pLa0)'
4zp 4zp

Using these kinematic relations we have

1
EZ|M|20<P9<_g(z)
z 1—=2
1—
1—z+ z +Z( Z)

+oAN(1— z)}

= 20,4[
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Calculating the Normalization

We know calculate the normalization A from the last equation. We take into
account the process where the gluons remains with its identity and normalize
through defining a distribution that can be integrated by subtracting a delta
function. We define a function that agrees to 1/(1—z) for all values of x < 1,

1 1
-9 a-o <Ot

the integral of this distribution with any smooth function f(z) gives the new
distribution
1 1
— f(1
/ PG / PGS (O}
o (d=2)+ Jo L=z

In the QED process this normalization was A = % For our gluon split-
ting function we are going to use the relation (4.93) of [WEINBERG2005].
The leading-order DGLAP splitting function P,. »(z) has an attractive in-
terpretation as the probabilities of finding a parton of type b with a fraction
x of the longitudinal momentum and a transverse momentum squared much
less than p2. The interpretation as probabilities implies the sum rules in the
leading order,

/1 dx Py q(z) =0, (6.4.2)

0

/ e x | Pacal®) + Pygla)] =0, (6.4.3)
0

/ dx x [2prqﬁg(x) + Pgﬁg(x)} =0. (6.4.4)
0

We will use the last one to find the overall normalization, A, on [6.4.2]
substituting the know splitting functions. For the first term,

1
/0 dx x [QNme_g(x)} -
/1 dx x [2Nf Tr [z + (1 —x)Q]] =
0

1
Nf/ dxx[;vQ—i—(l—x)Q}:&.
0 3
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The second therm (z =1 — 2),

/0 " dex [Py (a)] =

! T 1—=x
2 _— 1— =
C’A/O dxx{l_x—i- . + z( x)}

! -1 -1
6/ dxx[w +2Z —‘r.%‘(l—l‘)}:
0 1

—x x
(- 13)

Summing up both terms, we find 64 = % — % Finally, the leading-

order corrected splitting function, [6.4.2] is then given by

PY 1iz+1;Z+z(1—z)+(%—%)5(1—2))],

g<g

(2)=6

In the language of the expansion on the (gluon) splittings functions
can be written as

a

PQFQ(’Z’ Oés) = Pgo<—g + ip}—gg(z) + ..
Proprieties of Splitting Functions
Poq(2) = Poqg(l—2),
Pog(2) = Pog(l—2),
Pyeg(2) = Pgeyg(l—2).

Because of the charge conjugation invariance and SU(Ny) flavor sym-
metry,

PQN—qj' (Z) Pi?ﬂ—ljj
Pyivq (2) = Pyieq,
Poivg(2) = Pgeg= Py
Pyqi(2) = Pyeg = Pgeyg
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Altarelli-Parisi Equations

Together with the other splitting functions we can write explicitly the Altarelli-
Parisi equations which describes the coupled evolution of the PDFs, Fy(z, Q), Ff(x, Q), ]:f(a:, Q),

for each flavor of quark and antiquarks (treated as massless at @),

d (@) [tdz x
el @ = 2 [ Pes S (A0 +
Fi(5,Q)) + Pyegl2)Fy (5, Q)] 7
d as(Q? Ldz T
g Fr@Q) = [\ mtg)
Pq<—g(z)]:g(§> Q)] )
d ) as(Q?) ['dz T
mf (l’,Q) T /z 7 Pq(—qff(;aQ) +

Generally, the DGLAP equation is a (2N +1)-dimensional matrix equa-
tion in the space of quarks, antiquarks and gluons.

6.5 Jets

A constituent cannot acquire a large transverse momentum except through-
out exchange of gluon. A process suppressed by the smallness of «a; at large
momentum scales. We have then strong gluon radiation in limit of large Q?:
if the gluon has large transverse momentum we will see three jets.

The kinematic of decay of a hadron Q¢ or (Qqq is the kinematic of decay
of Q. The four momenta is given by

O i) =mp, (6.5.1)

which is difficult to measure because of the missing energy of neutrinos. A
consequence of a large energy released is that the final particles will have a
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Figure 6.8: Dependence on Q? of the quark PDF in a DIS electron-proton.
The curves are the results from Altarelli-Parisi equations.
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wider solid angle when comparing with lighter quarks with same energy. For
instance, when heavy quarks Q are produced near threshold ete™ — QQ,
they are moving slowly, their decay is isotropic. Lighter eTe™ — g, with
same energy leads to narrow back-to-back pairs of jets.

6.6 Flavor Tagging

An energetic light quark ¢ turns to a hadron forming a narrow jet collimated
to original quark detection. It is not possible to determinate which flavor
originated this jet. A heavy quark Q, on another hand, contains decay
products that dominate its proprieties. For example a muon can be produced
with a transversal momentum up to p’jﬂ < %mQ.

6.7 Quark-Gluon Plasma

The initial collision in ¢g, gg or gg happens at ~ 0.1 fm/c and at tempera-
tures higher than 200-300 MeV. Calculations on Lattice had a value for the
critic temperature around T = 170 MeV. At this point the QGP is formed,
such as in 107% seconds after the Big Bang. The whole process is described
in the following;:

0.1 - 0.6 fm/c System is in local equilibrium and it obeys hydrodynam-
ical properties, i.e. matter has collective flow. The relation viscos-
ity /entropy is low. The fluid does not desaccelerate. The entropy
per unit of rapidity is conserved, i.e. the particle production per ra-
pidity (entropy) does not depend on the details of the hydrodynamic
evolution, but only in the initial energy (entropy).

0.6 — 5 fm/c System is in a very low viscosity state and already in QGP.
The initial temperature at RHIC is about 300 — 600 MeV.

3.5 — 7 fm/c The hadronization takes place. It is now a very dense system,
with cascade of collisions and hadrons in excited state.

7 fm/c Freeze-out.

Signatures of QGP

Strangeness Production. In NN-collisions, the multiplicity increases faster.
If strange quarks are in thermal equilibrium with lighter counterpart,
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the ratio of the strange to non strange has an enhancement compared
to non-equilibrium situations.

Suppression of J/¢ and ¢ production. Because of the color screening,
the interaction between ¢ and ¢ is diminished by the presence of other
quarks.

Two particle interferometry.
Thermal Radiation.

Dilepton Production.



102 CHAPTER 6. QUANTUM CHROMODYNAMICS



Chapter 7

Renormalization

7.1 Gamma and Beta Functions

The gamma function is defined as

I'(z) = / dra®,
0
Rz > 0.

This integral does not exist for Rz < 0. We have the following propri-
eties,

2I(z) =T(1+ 2),
I'(z)

F(Z_l):z—l’

where I'(z) has isolated points at negative integers and z = 0. We can show
N
the residue of the pole at z = —N is ( ]\17)‘

The beta function is defined as

_ (wr)
Blpv) = F(u-i—y)
dacx” 1 )yfl,

oo

dyy’ M1 +y) T,

B(p,v) =

o\o\..

Il
DO

/ df(sin®)**(cos)* 1.
0

103
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For I'(1) = 1 we must expand it around to determine the beta function
of I'(z) near to z = 0,—1, —2... For € > 1, we have

ra
r =19
€
2 2
" | T
I'(1 =1- 2B
(1+e) evE + €°( 5 T 13
2
I'l+e) = A O(e?),
P(N) = (N — 1)\,

)+

7.2 Dimension Regularization

p+k

Figure 7.1: The self-integral.

The self-integral is equal to

d*k
ZQ/W+m2nﬂmeW+M

Working in N dimensions, where N < 4, the Feynman parameterization
of the integral is giving starting with the identity,

1 /1 1
= | dx :
AB o [tA+ (1 —z)B]?
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where

d*k 1
L(p*) = / 2 2 2
[(p+ k)2 —m?2 +ie] [k2 — m?2 + i€’

" dk
/d / z(p+ k)2 —acm2 + (1 —2)k?2 — (i — 2)m?2 +ielx + (1 — )|’

- // k2+2pmk+acp —m? + ie)?’

i dlp
= de [ "1
/0 x/ /[Z%—ZQ—l—x(l—9U)p2—mQ+ie]27

in the last, the square was completed.

Poles are at lg = /12 — z(1 — 2)p2 + m2 — i, as long as p* < 4m?.
We then choose to perform the integral by Wick rotation and the original
contour turns to a closed contour with no poles (-ico to i00). From Cauchy,

/ dlp = / dly,
70001 *OOCQ

l77 = ilo,

/ dly = z/ din.
—0o0 —00
Along Cy we get

1 [e'e)
= z/ dq:/ A" Hdl, <12 — 17 —m? + 2(1 — 2)p*] 2,
0 —00

Now, in polar coordinates in N (now Euclidean) dimensions, choosing

N =2,
2
/dlgdll = / dll% do,

(> = 13413,

dll
o .
L(p?) = 2772/ dJU/ 124+ m2 —a(1 —x)p?|?’

= m/ dx —xl—x)pQ]Q’

(ﬁ )

2 2 2
p _2;% 4m 41
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The Wick rotation defines the integral where it is analytical, finding
branch cuts by continuation. A branch cut at two-particle threshold is
p? > 4m?. This method is completely general, for any Green’s function
Gi(p1...p1), if one starts with p? < 0 and also Y. p? < 0 (no exceptional
momenta). Then, for this case, diagrams can be Wick-rotated diagram by
diagram doing all loop diagrams to get all the analytical diagrams.

The generalization of Feynman parameters is (the integral in D dimen-
sions) is

1 — F(Z?:I Si) ! sxr1dxo..dr 4 51— A | A -
[[i21(Di+ie)s L= T(si) Jo [Doizy wiDi + ie]2- % p L

It reduces to the previous case and makes it possible to organize the
denominator in the loop momenta. Formally, the steps are

1=

e Exchanging k, exchanges z; (the integral must be convergent for this
change, and this is the importance of the dimension regularization).

Complete the squares.

Wick rotation (Ig = ilp).

Put in polar coordinates.

This gives Ip(p;,0;) = i(—1 + i€)~*, assuming the remaining integral
is real.

S
Ip(pi, 04, xi) Z/dQD—1/ [
0

[i2 + M2]zoi”
m? => ") p) - O m Y m)’
=1 o=l =1 1=

The radial integral is

/oo dllD_1
0 [l2 + M2]20i ’

with a change of variable y = I°/v/M? and then y? = 1, we have finally

> quP-t D s, 1 _ D D
| s = T GBS Y e - D)

From diagrams with self-energy, o1 # 1. The poles are
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e For D S QZAi,D S 0.
e The radial integral applies any D € C.

The angular integral is evaluated by changing to the cylindrical coordi-
nates in k£ # 1 dimensions

k > k
/d‘Hq = / dzk+1/d q,
—00
o0
= / de+1/dqqk_1/ko—1,
—0Q
defining qx11 = ’/213:-1-1 + ¢2, cost, = ;}ii, we get

/dqu = /qu+1ql,§+1/ db, Sink_lgk/dﬁk—l,
0
= /ko+1qll§+1/ko,

2 D/2

I'(

Qp1 =

)

|

where 77 = T(E)P.

Gathering everything together,

Ip(pi, o) =
. . . 720-. 1 1 o;—1 -D D 2 2720
(=i i)™= s o Thedas 603 Jaal ™' T(Y_oi = 5)m2 M (piy iy mi)] 2747

The basic integral is obtained doing s; = 1 and defining ) 3, s; = s

dPk 1
Ips(q®, M?) = F(S)/(%)D [k + 2kq — M? — ie]*
i), D 2>
- <4W)SF(5_2)(Q2+M2_“> '

Inside the Feynman parameters integral, one starts with D < 25 and
taking D — 4 finds isolated poles which will be treat by renormalization.
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Example: The ¢3-Theory

The loop integral is equal to

N, o1
20(p2,m2) = (+z)(—zgo)222§,

B /de 1 1

N 2m)P k2 —m2 —ie (p — k)2 — m?2 + i€’
91

_ @ 2 2 2

= dxJpa((xp)”,m* — xp°),
€o

= 2((2;’;%1“(2— 12))/01 [m2 — (1 —z)p? —ie].

Separating the poles, which are the ultraviolet correction, one defines
e=2—2 and I'(e) — pole as € = 0. The expansion of (7.2.1) and isolating
the pole and the infinite yields

2

1 1 1
So(p2m?) = ——90 (1 —elndr+.)(= — .../d—/dl...
o(p,m) 2(47‘(‘)2( € n 4m + )(6 YE )( 0 L —¢ 0 L )7

where we neglect terms that vanish when ¢ — 0 and almost everything can-
cels. Problems with this equation is that this pole, however, is divergent for
D = 4 and there is no scale for logarithm, necessitating the renormalization.

7.3 Terminology for Renormalization

e 1PI diagrams: either vertices or loop diagrams, all ultraviolet diver-
gences are 1PI divergences.

e Notation: I'y = —ivyy, where for N > 2 it is just the sum of 1PI
diagram.

2 2

e For the special case N=2, one has I' = p?> — m? — iy = p?> — m? —

iX(p?,m?).

e The Green’s function is Go = The pole in

this function is the physical mass but not necessary the same of the

Feynman propagators.
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7.4 Classification of Diagrams for Scalar Theories
For a D-Dimensional ¢* theory, one has

e L - loop.

e E - external lines

e N - lines

e DL - number of integrals

Looking for superficial overall degree of divergence, all loop momenta
goes to infinity at once, one has:

L N
w=y ¢ [ 4]l 7
IPI 91 loops k=1
The superficial degree of divergence is
w(lg) = DL — 2N.
e w(I'g) <0, superficially convergent,

e w(I'g) > 0, superficially power divergent, w(I'g) = 0, superficially log
divergent.

One fixes D, chooses p (power of the theory and then w does not depend
on the powers of the diagram), and then finds them in function of F and V/,

L=N-V-1,
pV = 2N + E.
Together with (7.4.1), one has for each diagram the algebraic function,

w(tp) = D~ B2 4 vE(D ~2) - D),

where only the last term depends on the order. There are then three cases,

1. p(252)—D < 0, better convergence as order increase (super-renormalizable),
for example for p = 3 and d = 4.

2. p(%)—D > 0, convergence gets worse as V' increases (non-renormalizable).
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3. p(252) — D =0, w(I'g) > 0 only for finite number of E (renormaliz-
able).

The dimensionality of the Lagrangian is then calculated as
1
L= Lrc— 2,
2 p!

in D dimensions (natural units) one has

In terms of w:
w(lg) = D — El¢] - Vlg],
where
1. [g] > 0 superrernomalizable (¢3).
2. [g] = 0 superrernomalizable (#3, ¢7).
3. [g] > 0 superrernomalizable (¢§).

Now one makes the D-dependence of g explicitly introducing a new mass
scale M,

1 Mc¢
L= Lig— o,
2 p!
where for D = 4 one has [g] = [M¢] = mass®, e =2 — 5.

Other example, for a 6-theory, results in %]!V[egbg, where € = 3 — g. For
a gauge theory, € = 2 — %.
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7.5 Renormalization for gbi

From (7.2.1)), defining g, = go,

2 1
9 1 ,
Yo(p?,m?) = 2(42)2 [Z —vg+ Indm — /0 dz In (m? — (1 — 2)¢* — ie)..
2 1 2 2
9 1 m P ,
= - — In 47 — In (— —z(1l —2)— —
2(47r)2[e ve + In 4w /0 dz In (M2 x( IL‘)M2 i€

where M is the renormalization mass (and an arbitrary constant) and the
rest of the equation vanish for € — 0. The logarithm function is dimension-
less but the ultraviolet divergence is

o Additive to finite terms.

e Independent of p (it is local, correspond to a well-defined point).

g° 1
s(4m)? €e”

e Simplly

These proprieties allow us to remove the divergence by renormaliza-
tion which is the modification of the Lagrangian with the new local terms.
The counterterms are designed to cancel poles in €. The polynomials in
p corresponds to derivatives of the field (which will appear in the general

cases). One then defines Lre, — Letass + Lotr, Where Lo = —50m?¢? and
Sm?2 = _%(—% + ¢n), and this last part is the sum of poles plus an

arbitrary part.
The new terminology is given by

e dm? os the mass shift.
® ¢, is the constant that defines the renormalization scheme.

The new lagrangian, Lg,, is treated as a new vertex in perturbation
theory, presented as the figure and it can be work out in the momenta
space.

= —i(2m)*6* (p — p')om>.

Computing I'? in the order g2 one has

1
1“2:2(2’;%)4[@”—71;%— ln47r—/0 dx In (%—x(l—x)pi—k)]a

resulting that ¢ — 0 when D — 4.
The classification of the theory, depending on ¢,;,, is given by

1,



112 CHAPTER 7. RENORMALIZATION

P 9
—_— —

—_——

Figure 7.2: New vertex for renormalization.

e ¢,, = 0, minimal subtraction (MS),

e ¢ = ve — In 47, modified minimum subtracted (M S),

e ¢, chosen that for m? = mghy, I's[g?] = 0, is the on-shell momentum

subtracted scheme (MOM).

One can also add counterterms for tadpoles of ¢3:

ig 2 <47TM2
2(4m)

2
- )F(e — 1)m?,
where the counterterm is —i7, and it cancels the tadpole completely leaving
no finite remainder treatment of tadpole.
Summarizing, using the fact that only two 1PI diagrams are ultraviolet
divergent, no other diagrams are superficially. We then write

_ 9grM*

3! ¢3ﬂ

Lron(@D) = 5 (000 - m?)

Adding R in the mass of the original Lagrangian gives —%5m2cm¢2 —T.
This is the renormalization Lagrangian, yielding a finite perturbation theory
(but dependent of ¢;,).

A final remark is that one must combine perturbation theory with phys-
ical input, and for this theory, measuring the physical mass of the particle
gives p§ = mzhy where T'y = p? — M3 — > (p*, M3, 9r, M, cp,) = 0. When
p? = mghy, G(p?) = F% goes to infinity. The experimental input is the
weight ¢-part, and demands I'(p? — p3) = 0,

1 Mce
Lren = 5((6M¢)2 - m%%¢2) - 97(25

1
= 5 (On9)* — mis?) - 16",

& — om??,
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The final important result is

»Cren = Ebarl(mOa QO),
where from

1. LHS, the perturbation theory is in term of m%, g% = goM¢ = m3+dm?,
and it is finite order by order in perturbation theory (every divergent
diagram is canceled).

2. RHS, the perturbation theory only depends on two parameters.

From item 1, one picks ¢, and a value for M, then the Green’s function
are ultraviolet finite but depend on ¢, and M.

From item 2, choices on ¢,, and M only affects the relation between m,,
and mppy. Once one knows mpg for some M, it is possible to calculate all
remaining Green’s function for the S-matrix.

7.6 Guideline for Renormalization

This steps are for A\®, d = 6, w(I') = 6 — 2N, however they give the route
for farther process of renormalization,

1. The Lagrangian is £ = %@ﬂﬁ@u —%m2¢12+%¢13. One has two graphics
and since w(I') > 0, they might be divergent.

2. Introduce a new coupling A — )\Z(N’d), in the new dimension N ~ d+-e¢.

In this case § = —3(N —d) = $N +3 = ¢, thus € = 3 — 2 and one
rewrites A — Aj.

3. From drawing the diagram one has

B )\QMQE drl
- @mN / (L =m?)((p—1)?=m?)

4. Wick rotating (the momentum becomes imaginary):

- )‘2/1'26 / dNl
@V (P =m?) (= - D +m?)

5. Using the Feynman relation ﬁ = fol dmm, gives

) 1 V1 1
2m)N /0 dx/ @m)N 212 +m? + (1 —2))((I —p) +m?)?



114

6.

10.

CHAPTER 7. RENORMALIZATION

With the variable change I’ =1 — Ip(1 — ) to get read of the [ terms
when squaring ', yields

)\2'u2e /2 daj/ le
@mN J, (1% +m? + p*(1 — x)z)*

The solution of this integral is given by

/ dNl ( 1 )_ [A-12) 1
@mN N2 = MDA (9r)TT(A) (M2)A-3
Resulting in

_ A2 2% re-3) /ldx 1
et 2 L ey

Performing § = 3 — ¢, results on I'(2 — Y)Y =T'(—1+¢). The integral

2
is then

N T(e—1) /1dm 1
@emz 2 Jo (m24pia(l-z)t

The next step is to subtract the divergences using I'(e — N) = % —YE,
resulting on

N T(e—1) /1 m? + p?x(1 — )
o

B em)> 2 Tm? ¥ p?x(l —x))e

From the expansion a® = 1 + € In a and some algebra finally gives the
divergent term in first order,
P 4 ,

1
= npa(™ +3r) 0L

The counter-terms are always proportional to m?, p? and \.
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