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Companion Guide to the 2019 ‘Blue’ workshop output

Objective

The goal of this document is to offer some guidance to anyone using the ‘Blue’ framework output of
possible countermeasures from a workshop of volunteers in 2019. Given its links to the Red Framework
we recoghnize that parts of this ‘Blue’ thinking may be useful to some of our users and so we continue to
make it available. However, parts of this output are highly problematic from the point of view of
democratic values and ethical principles, if read without context and qualification. For this reason, the
DISARM Foundation does not endorse this ‘Blue’ framework, as it stands, and advises caution to anyone
using it. We have written this document for those users, to provide some considerations for its use,
based on democratic values and ethical principles.

Intended Audience and Scope

This document aims to provide ethical considerations for anyone involved in protecting the information
environment from manipulation and online harm. The intended audience is broad. However, this
document limits its analysis of the acceptability of responses to information manipulation to non-
governmental actors. Value judgments are made about the level of acceptability of actions that non-
governmental actors might take based on international human rights principles. Value judgments about
actions that governments might take is beyond the scope of this document?.

Disclaimer

The information contained in this document is provided for informational purposes only and should not
be construed as legal advice on any subject matter. You should not act or refrain from acting on the
basis of any content included in this document without seeking legal or other professional advice. The
contents of this document contain general information and may not reflect current legal developments
in your jurisdiction or address your situation. The DISARM Foundation disclaims all liability for actions
you take or fail to take based on any content in this document.

Background

The beginnings of the DISARM Framework were in 2018, when a group of like-minded individuals
decided to help ‘frame’ the problem of disinformation. They saw that those creating disinformation
campaigns had only a limited need for coordination. On the other hand, many different groups can be
affected by their campaign. And if those affected do not share a common understanding of what is
happening, they will always be at a disadvantage. Hence the need for a ‘framework’, to help provide
that common understanding.

In 2019, a wider group of volunteers participated in workshops to build the framework, titled AMITT:
Adversarial Misinformation Influence Tactics & Techniques. This mirrored the approach of an existing
cybersecurity framework, which allowed users to understand a) what is happening (this was
summarized in a ‘Red’ framework) and b) what could be done about it (to be summarized in a ‘Blue’
framework). The AMITT Red framework was published to be available and free to all, and a wide variety
of organizations began using it to categorize the disinformation campaigns they were seeing.
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The DISARM Foundation launched early in 2022 after the framework was renamed from AMITT to
DISARM — Disinformation Analysis & Risk Management Framework. The new entity, with its very
limited resources, has been focused on the Red framework: continuing to improve its usefulness, and
ensuring it is updated and kept open and free to use by the community of users. We have not had the
resources to build on the output from the 2019 workshop that focused on creating the ‘Blue’ framework
of possible responses.

The 2019 ‘Blue’ workshop aimed to ensure as much academic completeness as possible by capturing all
observed and potential courses of action for defending against disinformation. These included courses
of action seen in countries with different ethical values (e.g. the ‘Blue’ workshop output included
“censorship” because that’s what China was doing at the time). By taking this approach the workshop
organizers also aimed to make it easier for democratic governments and societies to make informed
decisions about where the boundaries should be and what limitations should be placed on ‘Blue’ actors.
The ‘Blue’ workshop output was thus a values-agnostic framework designed to track all possible
defender actions. It was not intended as a set of recommendations. Due to the resource constraints of
the volunteers participating in the workshop, the ‘Blue’ workshop output did not provide cautionary
guidance for users other than simply labeling some courses of action ‘not recommended’.

This document now provides further guidance and context to the 2019 ‘Blue’ workshop output. Going
forward, the DISARM Foundation in 2024 is creating the vision for a new ‘Blue’ framework — based on
further workshops we held in 2023, and also based on democratic values and ethical principles — which
will, when complete, be placed alongside the existing Red Framework, so the two can work hand-in-
hand. When complete, we will have fully realized the original vision of 2018.

How to Use This Guide

The DISARM Foundation does not endorse the use of the 2019 ‘Blue’ workshop output for anything
other than the purpose for which it was intended i.e. to describe and track what actors do to defend
against disinformation campaigns directed against them. We recognize, however, that some of our users
find the ‘Blue’ workshop output useful as a potential checklist of possible actions that they themselves
might take. To those users we advise caution when using the ‘Blue’ workshop output, as many actions
are inappropriate and do not comply with democratic values, and so we offer this guide to highlight
those actions we believe are problematic and to explain why we believe they are problematic.

Please keep the following factors in mind when using this guide:

e There is no one-size-fits-all framework for defense against disinformation. When considering
defensive actions, every democratic society must apply its own distinct laws and norms based on its
own unique history and culture, while complying with international treaties and customary
international law.

e The boundary of what is an acceptable response to disinformation varies not just according to local
laws and norms but also according to context. For example, deception is generally unacceptable in
peacetime but can be an acceptable tactic in warfare. We have tried to anticipate the different
contexts that users might face when considering each countermeasure and have discussed these
under “Ethical and Legal Considerations”, but it is simply impossible to think of every potential
scenario. Users must consider their own unique context when assessing the acceptability of
countermeasures.
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e Classifying potential actions into different levels of ethical acceptability is inevitably a subjective
exercise. We had disagreements amongst ourselves when compiling this guide. In the end we erred
on the side of caution, placing the acceptability bar high in terms of demanding transparency and
protecting freedom of speech. But this is only a guide. Every user must consider for themselves what
actions would be ethical, relevant, proportionate, and appropriate, given the unique legal, cultural,
and normative context in which they are acting.

Balancing Freedom of Expression and Freedom from Harm

We recognize that each nation, jurisdiction, and community may draw the line differently when
balancing freedom of expression and freedom from harm. As a group of individuals residing in the US
and Europe, we are keenly aware of the distinct approaches taken on each side of the Atlantic.

Our overall frame of reference is the United Nations Declaration of Human Rights?, but the following
analysis also leans heavily on current US First Amendment jurisprudence. This involves not just the text
of the First Amendment itself, which states “Congress shall make no law respecting an establishment of
religion, or prohibiting the free exercise thereof; or abridging the freedom of speech, or of the press; or
the right of the people peaceably to assemble, and to petition the Government for a redress of
grievances”, but also the marketplace of ideas framework proposed by revered Supreme Court justice
Oliver Wendell Holmes, Jr., in his 1919 dissent in Abrams vs United States?.

The principal idea is that democratic citizens should be free to express their ideas openly, and that,
through the rigorous debate of speech and counter-speech, the truth will prevail®. As decided by the US
Supreme Court in 2012 in United States v. Alvarez, lies are an inevitable by-product of such a
marketplace of ideas, because prohibitions on lies would have a chilling effect on free speech®. In the US
system, therefore, lies are constitutionally protected, except in cases involving “defamation, fraud, or
some other legally cognizable harm associated with a false statement, such as an invasion of privacy or
the costs of vexatious litigation”®. Furthermore, in defamation lawsuits in the US the onus is on the
plaintiffs to prove falsity or even, in some cases, malice, because, if it were easy to bring a defamation
lawsuit, this could also have a chilling effect on free speech’.

Committing to Democratic Values

In December 2023, we reached out to InfoEpi Lab for advice and guidance on establishing a values-
driven and ethical approach to countering disinformation. Following these discussions, we propose that
our users commit to the following democratic values when defending against disinformation, influence
operations, or online harm.

Transparency and Accountability: Any actions taken should be transparent and accountable to the
public. This includes disclosing the sources and intentions behind information campaigns and
mechanisms for public oversight and critique. Organizations working to counter disinformation should
not have hidden relationships that they would not stand by publicly.

Nonmaleficence: The guiding principle of counter-disinformation activities is "Do no harm." This
principle ensures that actions taken are not just effective but morally sound and respectful of the rights
and dignity of individuals.

Upholding Free Speech and Thought: Counter-disinformation efforts must prioritize the protection of
free speech and free thought. This means avoiding tactics that suppress, censor, or manipulate public

Page | 3 February, 2024


https://firstamendment.mtsu.edu/article/abrams-v-united-states/
https://firstamendment.mtsu.edu/article/united-states-v-alvarez/
https://infoepi.org/

e «» DISARM

FOUNDATION
L)

discourse. Instead, the focus should be on enabling informed decision-making by providing accurate,
clear, and accessible information.

Everyone has the right to freedom of thought, conscience, and religion; this right includes
freedom to change his religion or belief and freedom, either alone or in community with others
and in public or private, to manifest his religion or belief in teaching, practice, worship, and
observance.

Everyone has the right to freedom of opinion and expression; this right includes freedom to hold
opinions without interference and to seek, receive, and impart information and ideas through
any media and regardless of frontiers.

— United Nations. (1948). Universal Declaration of Human Rights.

Although no society has absolute free speech, censorship should be recognized as inherently
undesirable. To understand where the norms around freedom of speech exist in a given society,
examine the laws surrounding it. For example, child sex abuse material is not protected speech, and
publishing it is a criminal act. One can be sued for defamation or libel. Parties responding to or engaging
with society should know and observe speech norms in a given society.

Respecting Privacy and Autonomy: Any data collection must respect individual privacy and autonomy.
Data should come from legal and publicly available sources. Any published data should be appropriately
anonymized.

Rejecting Unethical Influence

Borrowing again from InfoEpi Lab, we propose that our users commit to refraining from defensive
actions or response measures that involve unethical influence. “Unethical Influence” refers to a broad
range of manipulative tactics and practices aimed at altering an individual’s perceptions, beliefs, or
behaviors through morally questionable or outright deceptive means. Unethical influence is often
characterized by a lack of transparency, a lack of respect for autonomy, or the lack of a fair presentation
of information. It undermines the principles of informed consent and free will, leading to decisions or
beliefs that might not reflect the individual’s valid preferences or best interests.

This concept encompasses various methods, including but not limited to:

Deception: Utilizing false information, misleading statements, or presenting facts out of context to sway
someone’s understanding or decision-making in a way that benefits the influencer at the expense of the
influenced.

Exploitation of Biases and Mental Heuristics: Taking advantage of inherent cognitive biases or mental
shortcuts that people use to process information. This could involve playing on common tendencies like
confirmation bias (favoring information that confirms existing beliefs) or the bandwagon effect
(conforming to what others do).

Misleading Communication: Deliberately crafting ambiguous messages containing half-truths or framing
them in a way that leads to misinterpretation or a skewed understanding of the situation. Another
common example is misleadingly presenting a messenger, such as interviewing a medical doctor in an
area outside their expertise to contradict relevant experts. This unethical influence tactic, pioneered by
Big Tobacco, exploits the trust that many people have in medical professionals.

Page | 4 February, 2024


https://infoepi.org/

e - » DISARM

FOUNDATION
@

Use of Traditional Censorship: Imposing restrictions on free speech or access to information, typically
through authoritative or institutional means, to prevent certain viewpoints or information from being
disseminated or heard.

Employment of Alternative Censorship Methods: This includes tactics like targeted harassment, doxxing
(publicly revealing private information), or other forms of intimidation to silence or discourage
individuals from expressing their opinions or sharing information.

Psychological Manipulation: Engaging in tactics that affect emotions, fears, or psychological
vulnerabilities. This could involve gas-lighting (making someone question their reality), exerting undue
pressure, or using fear-mongering tactics.

Abuse of Power or Authority: Leveraging a position of power or authority to influence someone’s
decisions or beliefs in a way that may not be in their best interest but serves the agenda of the person in
power.

Selective Information Exposure: Deliberately limiting someone’s access to a full range of information,
thereby shaping their perception based on a curated set of data or viewpoints.

Ethical Analysis of the ‘Blue’ output
We analyzed the Blue workshop output,

created in 2019, using the conceptual m highly
framework outlined above: balancing problematic
freedom of expression and freedom from = largely

harm while committing to democratic values unproblematic

and rejecting unethical influence. m potentially

. problematic
Out of 140 countermeasures we categorized

53 as “largely unproblematic”, 58 as
“potentially problematic”, and 29 as “highly
problematic”, from an ethical standpoint. See
Figure 1. Our detailed reasoning for the
categorization of each counter is explained in Table 3, Table 4, and Table 5 below. We also provide
summary reasoning based upon the two ways in which counters are grouped in the Blue workshop
output: “metatechnique” and “response type”. Metatechniques are more civilian in nature while
response types are derived from U.S. military doctrine. See Table 1 for a detailed analysis and Figure 2
for a breakdown by metatechnique. See Table 2 for a detailed analysis and Figure 3 for a breakdown by
response type.

Figure 1 Ethical analysis of Blue workshop output
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Figure 2 Ethical analysis of Blue workshop output by metatechnique
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Figure 3 Ethical analysis of Blue workshop output by response type
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MO006 Scoring

Use a rating system

Used widely in the cybersecurity industry with reputation systems,
as well as blacklists and whitelists. Some of these systems are
crowdsourced e.g. ratings given by shoppers to products or
services, others are maintained by cybersecurity companies who
specialize in malware or phishing. When applied to information in
the public sphere such indices or reputation scores are more
problematic, given that the definition of what constitutes harm is
often less clear than in the case of cyber, in which malware and
ransomware harms are more obvious. Community Notes is an
example of a crowdsourced system for flagging disinformation: it
works well for less polarized issues, but often fails around extreme
issues. The Global Disinformation Index is an example of a
proprietary ratings system which has seen backlash by
conservatives in the US. Anything that is used to block content is
potentially problematic, especially if the government is involved,
unless it arises from content that society can largely disagree is off
limits such as child pornography or gruesome terrorist propaganda
involving beheadings etc.

MO007 Metatechnique

MO009 Dilution

Dilute disinformation artefacts and messaging with
other content (kittens!)

This appears to involve governance actions including plans,
policies, partnerships, allocation of resources, and strategic
initiatives. It is potentially problematic if government involvement
creates a chilling effect or an abuse of power.

At best this is counter-speech, but it may be an attempt to distract
an audience from seeing certain types of content by injecting
alternative but unrelated content into the environment. In that case it
would create noise rather than contributing to the marketplace of
ideas. Done at scale this would be closer to data pollution.
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Table 2 Response types

| disarm id |name  |summary | Ethicaland Legal Considerations
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Table 3 Counters which are largely unproblematic
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Table 4 Counters which are potentially problematic
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https://www.talksonlaw.com/talks/the-law-of-deplatforming
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https://www.cato.org/policy-analysis/jawboning-against-speech
https://www.nytimes.com/2023/09/08/business/appeals-court-first-amendment-social-media.html
https://www.nytimes.com/2023/09/08/business/appeals-court-first-amendment-social-media.html
https://www.nytimes.com/2023/09/08/business/appeals-court-first-amendment-social-media.html
https://www.nytimes.com/2023/09/08/business/appeals-court-first-amendment-social-media.html
https://www.law.cornell.edu/wex/state_action_requirement
https://www.law.cornell.edu/wex/state_action_requirement
https://www.law.cornell.edu/wex/state_action_requirement
https://knightcolumbia.org/blog/missouri-v-biden-an-opportunity-to-clarify-messy-first-amendment-doctrine
https://knightcolumbia.org/blog/missouri-v-biden-an-opportunity-to-clarify-messy-first-amendment-doctrine
https://knightcolumbia.org/blog/missouri-v-biden-an-opportunity-to-clarify-messy-first-amendment-doctrine
https://knightcolumbia.org/blog/missouri-v-biden-an-opportunity-to-clarify-messy-first-amendment-doctrine
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https://www.simmons-simmons.com/en/publications/clklbe33t00d0u2s8pw2iebab/podcast-debunking-debanking
https://www.simmons-simmons.com/en/publications/clklbe33t00d0u2s8pw2iebab/podcast-debunking-debanking
https://www.simmons-simmons.com/en/publications/clklbe33t00d0u2s8pw2iebab/podcast-debunking-debanking
https://coppolacomment.substack.com/p/nothing-to-look-at-here
https://coppolacomment.substack.com/p/nothing-to-look-at-here
https://www.viewpointdiversityscore.org/news/statement-on-debanking-and-free-speech
https://www.viewpointdiversityscore.org/news/statement-on-debanking-and-free-speech
https://www.rcfp.org/introduction-anti-slapp-guide/
https://www.rcfp.org/introduction-anti-slapp-guide/
https://www.rcfp.org/introduction-anti-slapp-guide/
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https://www.nytimes.com/2019/02/26/us/politics/us-cyber-command-russia.html
https://www.nytimes.com/2019/02/26/us/politics/us-cyber-command-russia.html
https://www.nytimes.com/2019/02/26/us/politics/us-cyber-command-russia.html
https://www.nytimes.com/2019/02/26/us/politics/us-cyber-command-russia.html
https://www.ecfr.gov/current/title-12/chapter-II/subchapter-A/part-233
https://www.ecfr.gov/current/title-12/chapter-II/subchapter-A/part-233
https://www.ecfr.gov/current/title-12/chapter-II/subchapter-A/part-233
https://www.ecfr.gov/current/title-12/chapter-II/subchapter-A/part-233
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https://onlinelibrary.wiley.com/doi/full/10.1111/jols.12235
https://onlinelibrary.wiley.com/doi/full/10.1111/jols.12235
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Footnotes

! The military, intelligence, and law enforcement agencies of democratic national governments and international governmental organizations are granted special powers. To
make ethical value judgments on the use of these powers to counter information manipulation and online harm would demand a more comprehensive analysis than this
document can provide. Such an analysis would need to go beyond an International Human Rights Law frame of reference. It would need to include, for example, the Law of
Armed Conflict/International Humanitarian Law, International Criminal Law, the Tallinn Manual, the Principles of Non-intervention and Sovereignty, the No-Harm Principle, and
the Corfu Channel. See Tsvetelina van Benthem, Talita Dias, and Duncan B. Hollis, Information Operations under International Law, 55 Vanderbilt Law Review 1217 (2023),
"Information Operations under International Law" by Tsvetelina van Benthem, Talita Dias et al. (vanderbilt.edu).

2 The Declaration of Human Rights was adopted by the UN in 1948. Most of it became legally binding in 1966 with the adoption of two related treaties: the International
Covenant on Civil and Political Rights (ICCPR) and the International Covenant on Economic, Social, and Cultural Rights. Many nations have ratified these treaties, but with
exceptions. For example, the US ratified the ICCPR in 1992 subject to the reservation “That Article 20 does not authorize or require legislation or other action by the United
States that would restrict the right of free speech and association protected by the Constitution and laws of the United States”. Belgium, the UK, Australia, and many other
nations raised similar objections. See John Samples, International Law and “Hate Speech” Online, CATO Institute Blog, International Law and “Hate Speech” Online | Cato at
Liberty Blog.

3 See, for example, Thomas Healy, The Great Dissent, Metropolitan Books, 2013.

% There are several challenges to the marketplace concept in today’s media environment, created not just by the imbalance in ability to participate in the market created by large
media corporations and technology companies, but also by the fragmentation and balkanization of the information environment, and the rise of generative artificial intelligence.
Ideas are no longer subjected to the scrutiny of the general public but are rather propagated via polarized media ecosystems or in distinct echo chambers, such that people end
up talking past each other, and the authenticity of information is often hard to ascertain. In such an environment it can no longer always be assumed that “the truth will prevail”.
See, for example, Dawn C. Nunziato, The Varieties of Counterspeech and Censorship on Social Media, GW Law, 2021. See "The Varieties of Counterspeech and Censorship on
Social Media" by Dawn C. Nunziato (gwu.edu).

5 For analysis see Jeff Kosseff, Liar in a Crowded Theater. Freedom of Speech in a World of Misinformation, Johns Hopkins University Press, 2023.

8 United States v. Alvarez, 567 U.S. 709 (2012). See United States v. Alvarez, 567 U.S. 709 | Casetext Search + Citator.

7 New York Times v. Sullivan, 376 U.S. (1964). See New York Times Co. v. Sullivan, 376 U.S. 254 | Casetext Search + Citator.
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https://scholarship.law.vanderbilt.edu/vjtl/vol55/iss5/4/
https://www.cato.org/blog/international-law-hate-speech-online
https://www.cato.org/blog/international-law-hate-speech-online
https://scholarship.law.gwu.edu/faculty_publications/1554/
https://scholarship.law.gwu.edu/faculty_publications/1554/
https://casetext.com/case/united-states-v-alvarez-252
https://casetext.com/case/new-york-times-company-v-sullivan
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